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Abstract 

This research is a preliminary pilot experiment into the subjectively perceived differences 

between the recordings resulting from three different 3D microphone arrays: A Bowles-

Array with a vertical coincident height-channel microphone layer, a Fukada-

Tree/Hamasaki-Cube configuration and a Hybrid-Array containing the signals from the 

Bowles-Array main layer and the Hamasaki-Cube height layer. It was hypothesised that 

the arrays in concern will produce recordings that shall lead each to an increased 

perception of specific attributes for all sources tested (cello, violin, handpan, djembe, 

guitar). In order to detect possible patterns in spatial and timbral auditory perception 

subjective listening tests included direct scale magnitude estimations for the attributes 

Naturalness, Presence, Preference, Width, Localisation Accuracy, Distance/Depth, 

Envelopment, Spatial Balance, Room Perception, Vertical Image Shift, Vertical Image 

Spread, and Vertical Frequency Separation, and category scaling for the assessment of 

timbral attributes. Results suggest that none of the arrays in concern conveyed an 

increased perception of any of the attributes for all sources, which disproves the 

hypothesis and indicates a source-dependent performance. Simultaneously patterns in 

the subject responses have been detected which could be explained through 

psychoacoustic findings focussing on the correlation of perception between the attributes 

in question. Furthermore, by trying to explain the obtained differences in auditory 

perception between the different arrays, some assumptions could be made upon what 

components of which array could have contributed to a specific perception. These 

findings could serve as a reference for future experiments in the fields of 3D recording 

techniques or psychoacoustics.  
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1.  Introduction 

 Rationale, Significance and Aims of the Research 

The importance of 3D recording techniques comes into play within the framework of a 

quickly growing 3D audio market aiming to improve the natural sound experience 

(Transparency Market Research, 2018). The ability to do so was confirmed by Hamasaki 

& Van Baelen as “the three-dimensional multichannel sound system [implying 3D 

recording techniques] can produce better sensations of spatial sound quality, reality, and 

presence than the two-dimensional and the one-dimensional multichannel sound 

systems.” (2015, p. 6) This was confirmed by Howie et al. stating that “the addition of 

height channels allows the recording engineer to enhance the presentation by improving 

the depth, presence, envelopment, naturalness, and intensity of the recordings.” (2015, 

p. 2)  

 

However, as “3D audio has gained traction only recently” (Transparency Market 

Research, 2018) the field of 3D recording yet offers many things to explore. This was 

affirmed by research papers openly raising the lack of literature dealing with 3D recording 

techniques, such as Werner et al. declaring that “there is hardly any literature on 3D 

audio [recording]. Therefore, close collaboration with experts who have practical 

experience in this field and are ready to share their thoughts is essential.” (2014, p. 1) 

The same publications appealed to develop new 3D recording techniques through 

experimentation (Bowles, 2015; Hamasaki & Van Baelen, 2015; Theile & Wittek, 2012) 

as “capturing audio in three dimensions is becoming a required skill for many recording 

engineers.” (King et al., 2016, p. 1) To allow for further insight into the field of 3D 

recordings, many studies have been published which investigate into the psychoacoustic 

influence of one parameter such as vertical microphone spacing (Lee & Gribben, 2014) 

or polar patterns (Howie et al., 2015) on the perception of specific attributes. 

Comparisons of 3D microphone techniques for music recordings have also been made, 

as in Riitano & Victoria (2018), Howie et al. (2016) or Ryaboy (2015), amongst others. 

However, to the author’s knowledge, only few comparisons have been conducted 

between the recordings of a 3D main microphone array system and a system entailing 

front-rear separation, as outlined in Howie et al. (2018), Riaz et al. (2017), or the 

proceedings of the ICSA 2011 (2011). 

 

At the same time, the need to do so was declared by Hamasaki & Van Baelen with the 

suggestion to use a Hamasaki-Cube in the F/R configuration (2015, pp. 4 and 7). The 

necessity of this comparison seems further justified through previous results of Kassier 

et al. (2005), who found a high listener preference in the Fukada-Tree / Hamasaki-

Square configuration when comparing different combinations of front-rear arrays for 
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surround sound. Based on this, some of the latest findings in psychoacoustics 

considering height-channels, and the evidence that some established recording 

engineers almost exclusively use the approach of a Main-Array (Lindberg, 2015), it was 

decided to compare a Bowles-Array entailing a vertical coincident height-channel 

microphone layer (Main-Array) with a Fukada-Tree/Hamasaki-Cube configuration (F/R-

Array). A direct comparison between these techniques has not been made to the present 

according to the author’s knowledge. Following the previously mentioned appeal for 

experimentation, a hybrid version containing the signals of the Bowles-Array for the main 

layer and the signals of the Hamasaki-Cube for the height layer was included in the 

comparison. 

 

This comparison is a preliminary pilot experiment investigating the differences between 

the recordings of these microphone arrays regarding their spatial and timbral auditory 

perception. The attributes derived to distinguish possible differences were Naturalness, 

Presence, Preference, Width, Localisation Accuracy, Distance/Depth, Envelopment, 

Spatial Balance, Room Perception, Vertical Image Shift, Vertical Image Spread, Vertical 

Frequency Separation and Timbre. The response format of the subjective listening tests 

was a direct scale magnitude estimation, whereas category scaling was applied to 

establish perceptual differences in Timbre. In addition, referring to Berg & Rumsey (2003, 

p. 2), objective measures, such as dummy head recordings, IRs, RT60 and spectral 

analysers have been included in the analysis of the obtained listening test results to gain 

further insight into the acoustics of the recording space or as an objective reference for 

human hearing. 

 

The current investigation aims to gain further insight into a possible existence of patterns 

amongst the listener responses for the different spatial and timbral attributes and the 

recordings of the microphone arrays in concern. Since each of these arrays operates 

based on different psychoacoustic principles (see Appendix Chapters 9.1.1, 9.1.2, 9.2 

and 9.5) it could be assumed that if a pattern can be established its origin will lie in the 

different array types. Or, in other words, that each array will produce recordings which 

will lead to an increased perception of specific attributes, for all sources (cello, violin, 

handpan, djembe, guitar). These findings can be considered significant as they might 

indicate what arrays or what parts of the arrays might have contributed to a certain 

auditory perception. This insight, on the other hand, could serve as a basis of a 

“perceptual 'handbook'”, as proposed by Williams (2011, p. 5). Its aim is to ease the 

control of certain parameters to create a specific spatial or timbral perception in a 3D 

recording scenario; 
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“Since true identity [referring to the recording space or phantom images] 

is rarely possible or desirable, some means of creating and controlling 

adequate illusions of the most important subjective cues for consumer 

enjoyment could be held as the primary aim of recording and reproducing 

techniques.” (Rumsey as in Roginska & Geluso, 2018, p. 216) 

 

Therefore, the outcomes of this investigation could further inform recording engineers 

experimenting with 3D recording techniques about a suitable approach according to the 

circumstances of a given recording situation, or a desired aesthetic. Furthermore, as 

filling a gap in literature with one of the first comparisons of this kind to the author’s 

knowledge, the report of the different experimental techniques and the discussion of their 

outcomes could serve as a possible basis for further psychoacoustic research and new 

experimental approaches by other engineers. Indirectly, the study also reaches out to 

3D audio consumers, which closes the circle to the importance of the 3D audio market.  

 

 Hypothesis and Research Questions  

Hypothesis 

The arrays in concern will produce recordings that shall lead each to an increased 

perception of specific attributes for all sources tested. 

 

Research Questions 

1. In the context of a subjective listening test, can patterns in auditory perception 

be detected between the recordings of a Bowles-Array with a vertical 

coincident height-channel microphone layer, a Fukada-Tree/Hamasaki-Cube 

configuration and a Hybrid-Array containing the signals of the Bowles-Array 

main layer and the Hamasaki-Cube height layer? 

 

2. If so, what is the nature of these patterns and can they be explained by 

previous psychoacoustic research or by objective measures such as IRs, 

dummy head recordings or RT60 using spectral analysers? 

 

3. How do these patterns possibly relate to the different arrays as a whole or 

some of their components? 
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 Structure of the Thesis 

This section provides an overview of the individual chapters and their content throughout 

the paper. 

 

Introduction:  

Summarises the necessity, impact and aims of the current investigation, states the 

hypothesis and research questions and provides an overview of the thesis.  

 

Contextualisation: 

Provides further background on the hypothesis and research questions, and some 

operating principles in 3D audio recording and reproduction. 

 

Methodology: 

Outlines and justifies the methods used in the listening test design and stimuli creation. 

A detailed justification of the recording setup and process, as well as the gathering of 

objective measures, can be found in the Appendix. Furthermore, the limitations of the 

pilot experiment are outlined. 

 

Results: 

Visualises, describes and summarises the results of the subjective listening tests in 

relation to the research questions and hypothesis. 

 

Discussion: 

Confronts the results of the subjective listening tests with previous psychoacoustic 

research and objective measures to provide possible explanations for the outcomes in 

relation to the research questions and hypothesis. 

 

Summary and Conclusions: 

Draws general conclusions about the outcomes of this investigation and suggests further 

research. 

 

Appendices: 

Provide further background information about the principles of stereophonic microphone 

arrays and psychoacoustics, a justification of the chosen arrays, the chosen 

microphones and their placement, a detailed overview of the recording process and 

further information about objective measures. 
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2.  Contextualisation  

This Chapter gives a background on the 3D microphone arrays in question and explains 

the psychoacoustic principles they are based on to ease the understanding of the 

discussion in Chapter 5.  

 

 Functions of the Main and the Height Microphone Layer 

Within the community of practice, it is commonly agreed that “the main (lower) 

microphones are used for source positioning, whilst the height microphones are used to 

increase spatial impression without affecting localisation.” (Wallis & Lee, 2014, p. 1) This 

gives rise to “the need to separate the main and height layers entirely [in the recording 

technique], and to keep the height channel information specific to sound arriving from 

above.” (Bowles, 2015, p. 2) These statements go in line with William’s claim that the 

height layer “must not generate information that will be in conflict with the localisation 

cues already generated in the loudspeakers making up the horizontal plane information.” 

(Williams, 2012, p. 5) Furthermore, it has been genuinely mentioned that a rather large 

portion of the signal must be present in the height channels to be effective (Lee, 2018a; 

Martin et al., 2015). The reproduction system used in studies dealing with both, 

psychoacoustics and recording techniques, such as Lee & Gribben (2014), Howie et al., 

(2015) or Ryaboy (2015), to name a few, was the Auro-3D 9.1 setup (Figures 2.1.1 and 

2.1.2), where the microphone signals from both layers are routed discretely to their 

respective loudspeakers.  

 

 

Figure 2.1.1: Auro-3D 9.1 Setup: Basic Layout (Auro-3D® Home Theater Setup 

Installation Guidelines, 2015 p. 12) 
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Figure 2.1.2: Auro-3D 9.1 Setup: Side and Top View (ibid.) 

 

 3D Main and Front-Rear Arrays 

2.2.1  Overview 

Originally suggested as a way of classifying microphone techniques for 5.1 surround 

sound, Rumsey declares the classification of two main approaches, based upon the 

purpose of the rear channels in the technique; the “five-channel 'main microphone' 

arrays” (2013, p. 190), subsequently referred to as Main-Arrays, and the “separate 

treatment of front imaging and ambience”, subsequently referred to as F/R-Arrays (ibid., 

p. 196). Figure 2.2.1 provides a direct comparison between a 3D Main-Array (“Type A”) 

and a 3D F/R-Array technique (“Type B”): 
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Figure 2.2.1: Main- and F/R-Array (Hamasaki & Van Baelen, 2015, p. 5) 

 

Rumsey defines a Main-Array as “a single array of microphones in reasonably close 

proximity to each other… usually based on some theory that attempts to generate 

phantom images with different degrees of accuracy around the full 360° in the horizontal 

plane.” (2013, p. 188) Main-Arrays normally consist of a front triplet with two microphones 

at the back and aim to provide satisfying directional images and spatial impression 

simultaneously. An example of a Main-Array can be seen in Figure 2.2.2:  

 

 

Figure 2.2.2: Generic Layout of Five-Channel Main Microphone Arrays (Rumsey, 2013, 

p. 191) 
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The F/R-Array approach, on the other hand, treats the front and rear channels separately 

and has usually “a front array providing reasonably accurate phantom images in the front, 

coupled with a separate means of capturing the ambient sound of the recording space 

(often for feeding to all channels in carrying degrees).” (ibid., p. 188) Different front arrays 

can be combined with different back arrays to achieve the desired image and spatial 

qualities. A schematic visualisation of the principle of this technique can be seen in 

Figure 2.2.3 and 2.2.4.  

 

 

Figure 2.2.3: F/R-Approach (Hamasaki et al., 2001, p. 5) 

 

 

Figure 2.2.4: F/R-Approach with a Three-Channel Front Array for Directional Imaging 

and an Ambience Array (Hamasaki-Square) for Spatial Imaging (Theile, 2001, p. 22) 
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It should be noted that the term main array in the context of the F/R-Approach refers to 

the array optimised to capture direct sound. The main array within the F/R-Approach can 

be seen in Figure 2.2.5: 

 

 

Figure 2.2.5: F/R-Array Approach by Lee & Millns (2017, p. 2) 

 

Furthermore, Rumsey confirms the scarcity of these techniques to provide a separate 

feed for the LFE (Rumsey, 2013, p. 188). This means that they are in fact 9-channel and 

not 9.1-channel microphone techniques. 

2.2.2  Practical Implications 

In the context of the current research, it is worth having a look at the basic principles 3D 

Main- and F/R-Arrays rely on to understand what the practical implications are. 

 

There are several authors describing advantages of Main-Arrays, for example, King et 

al. who claim that “staying near the source results in less background noise and a more 

dynamic, and therefore interesting ambient program.” (2016, p. 2) This approach is used 

by some well-known engineers such as Lindberg (2018b; 2015), and also Theile & Wittek 

are aware of its benefits: 

 

“The application of a main microphone [sic] appears to be advantageous if 

suitable recording conditions are given and the correct microphone location can 

be found to ensure the adequate directional image as well as the adequate 

balance of direct and indirect sound. This is even more true if naturalness and a 

'being there' impression is intended by means of 3D recordings.” (2012, p. 18) 

 

However, the same authors also clearly outline the challenges of the Main-Array 

approach, as 
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“the microphone setup has to pick up the direct sound, early reflections, 

reverberation, and enveloping sources (e.g. applause), and to deliver the 

complete nine-channel mix which must satisfy with respect to many parameters, 

such as sound colour, directional imaging, spatial imaging, and envelopment as 

described above. The parameters are governed by psychoacoustic principles and 

practical constraints leaving not much room to get everything well in any 

application. Suitable recording conditions must be given. Thus, the scope of 

applications for a specific main microphone [array] is limited.” (ibid., p. 17) 

 

These considerations raised the question of whether the approach of an F/R-Array would 

be generally preferred. Especially the increased possibilities of control speak in its 

favour: 

 

“And there is not enough time to strictly adjust the position of microphones in such 

productions. Therefore, it is necessary to have proper microphone techniques to 

adjust the ratio of direct sound and indirect sound easily to maintain the highest 

quality of three-dimensional multichannel sound reproduction. In order to solve 

this issue, a microphone technique of type B [F/R array with a Hamasaki-Cube 

as ambience array] is developed. This will enable us to control spatial 

impressions easily and realize the stable sound source localization in the frontal 

sound field. During a recording, this technique makes it easy to control the ratio 

of direct sound and indirect sound without any disturbing effects on sound 

sources localization, because the ambience microphone array catches mainly the 

indirect sound.” (Hamasaki & Van Baelen, 2015, p. 5) 

 

This becomes even more important considering the genuinely agreed aim to achieve the 

best possible D/R ratio in the field of classical music recording (Howie et al., 2015, p. 2; 

Lindberg, 2015) as “reproducing the spatial impression of a reverberant sound field such 

as a concert hall is one of the principal aims of three-dimensional multichannel audio.” 

(Hamasaki & Van Baelen, 2015, p. 1) 

 

However, the flexibility of the F/R-Array stands in contrast with the advantage of the 

Main-Array to convey a strong sense of presence and naturalness. Within the framework 

of this research, it thus makes sense to aim for a widely-defined comparison providing 

some further insight into the behaviour of these two opposed techniques, and to 

experiment with a hybrid version.  
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 Psychoacoustic Background  

This chapter contextualises the chosen arrays with the status quo of psychoacoustic 

research. For further explanations of psychoacoustic concepts mentioned in this chapter, 

the reader is referred to the Appendix (Chapter 9.5). To summarise it can be said that all 

array types are worth comparing because they are based on different psychoacoustic 

principles.  

 

Firstly, there is the vertical coincident Main-Array, being preferred and perceived as more 

“spacious” than vertically spaced Main-Arrays (Lee & Gribben, 2014, p. 833). The reason 

for that is assumed on the one hand in a VIS of the vertical coincident array, caused by 

ICCT not reaching the masking threshold (Wallis & Lee, 2017, p. 17; Lee & Gribben, 

2014, p. 879), and on the other hand in only having limited comb-filtering as no ICTD 

between the main and height microphone layer is at work (Lee & Gribben, 2014, p. 881). 

 

On the contrary, the Main-Array seems to have limitations in adjusting the D/R ratio as 

the presence of direct sound in the height channels would lead to a vertical phantom 

image shift once the localisation threshold is exceeded (Wallis & Lee, 2017, p. 2). In that 

regard, the F/R-Array allows for more freedom in the mixing stage. This is due to the 

almost exclusive capture of ambient sound by the Hamasaki-Cube (Hamasaki & Van 

Baelen, 2015, p. 5) which will unlikely lead to vertical ICCT as ICCT conditions a certain 

amount of direct sound (Wallis & Lee, 2017, p. 1). Consequently, due to the absence of 

vertical ICCT, the risk of comb-filtering and vertical phantom image shift is reduced 

(Wallis & Lee, 2017, p. 1; Lee et al., 2014, p. 7). 

 

However, as the F/R-Array most likely will lack ICCT, the chance of a VIS is reduced, 

and VIS was found to have a positive influence on “preference.” (Lee & Gribben, 2014, 

p. 879) In return, the Hamasaki-Cube with its large spacings is known to have a very low 

ICC, being the reason for its increased “horizontal image spread.” (Gribben & Lee, 2018, 

p. 537) In the context of the Hamasaki-Cube, this implicates an increased perception of 

environmental width. However, as interchannel decorrelation was found to be inefficient 

in the median plane (ibid.), the performance of the F/R-Array with its low vertical ICC 

should be observed against the performance of the Main-Array with the possible effect 

of VIS.  

 

When comparing the outcomes of Wallis and Lee (2017, p. 2) with Lee et al. (2014, p. 

7), it is assumed that both approaches add tonal colouration to the main layer. The nature 

of these colourations, however, was unknown by that time and further studies dealing 

with these phenomena have been suggested (Wallis & Lee, 2017, p. 17).  
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Apart from that, Robotham et al. stated that “early reflections arriving vertically are 

suggested to have a greater impact on a perception of timbre of reproduced sound [than 

early reflections with a lateral incidence angle].” (2016, p. 2) If one combines this with 

the statement that “spectral content from a vertical reflection could result in coloration 

when summed with the direct signal” (ibid.) and their finding that “timbral auditory 

sensations were responsible for the overall preference rating” (ibid., p. 7), the importance 

of the factor timbre besides the spatial qualities within the current research becomes 

evident.  
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3.  Methodology  

 Listening Test Design 

When designing the listening test, the procedure described in “Quantification of 

Impression” (Bech & Zacharov, 2006, pp. 39-96) was taken as a reference. A summary 

of this process can be seen in Figure 3.1.1 (see next page):  
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Figure 3.1.1: Process of Identifying the Response Attribute and Selecting the Appropriate 

Scaling Procedure According to Bech & Zacharov (2006, pp. 94 - 95) 
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3.1.1  Selection of Attributes 

By following the first steps displayed in Figure 3.1.1 Bech & Zacharov state that  

 

“if more complex stimuli, like music, are used instead of designed signals, it 

means that several attributes are likely to be excited, and it thus becomes 

relevant to first identify the relevant attributes, than to define and formulate the 

description of the individual attributes and finally evaluate individual attributes in 

separate experiments.” (2006, p. 40) 

 

In the context of attribute elicitation, Berg & Rumsey defined four main areas contributing 

to the overall perceived audio quality (also referred to as MOS; mean opinion score), as 

depicted in Table 3.1.1 (2003, p. 3):  

 

Timbral Quality Relates to the tone colour or describes “the sensation whereby a listener can 

judge that two sounds are dissimilar using other criteria other than pitch, 

loudness or duration”, as defined by Pratt and Doak (p. 317, 1976) 

 

Spatial Quality Relates to the three-dimensional nature of the sound sources and their 

environments 

 

Technical Quality Relates to distortion, hiss, hum, and similar 

 

Miscellaneous Quality Relates to the remaining properties 

 

Table 3.1.1: Four Main Quality Categories Contributing to MOS According to Berg & 

Rumsey (2003, p. 3) 

 

A schematic representation of this categorisation can be seen in Figure 3.1.2: 

 

Figure 3.1.2: Relations between Total Audio Quality, its Subsets, and Attributes (Berg & 

Rumsey, 2003, p. 3) 
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Several studies have been conducted to identify the quality attributes having the most 

influence on each, spatial, timbral and technical perception through elicitation of verbal 

descriptors. This goes along with Berg & Zacharov’s procedure, referring to Figure 3.1.1. 

Tables 3.1.2 and 3.1.3 depict the studies which have been compared against each other 

regarding their elicited attributes and definitions. A more frequent appearance of a 

specific attribute throughout these studies was considered to indicate higher importance 

to describe a spatial or timbral impression adequately. 

 

Selected Studies for Identifying Attributes for Spatial Quality Evaluation 

 

Author(s) and Year of Publication Title of Paper or Journal Article 

Berg & Rumsey (2006) Identification of Quality Attributes of Spatial Audio by 

Repertory Grid Technique  

 

Berg & Rumsey (2003) Systematic Evaluation of Perceived Spatial Quality 

 

Francombe, Brookes & Mason (2015) Elicitation of the Differences between Real and 

Reproduced Audio 

Gerzon (1971) Whither Four Channels  

 

Rumsey (2002) Spatial Quality Evaluation for Reproduced Sound: 

Terminology, Meaning, and a Scene-Based Paradigm 

 

Zacharov & Pedersen (2015) Spatial Sound Attributes - Development of a Common 

Lexicon 

 

Table 3.1.2: Selected Studies for the Selection of Spatial Attributes 

 

Selected Studies for Identifying Attributes for Timbral and Technical Quality Evaluation 

 

Author(s) and Year of Publication Title of Paper or Journal Article 

Howie et al. (2018) Subjective and Objective Evaluation of 9ch Three-

Dimensional Acoustic Music Recording Techniques  

 

Pedersen & Zacharov (2015) The Development of a Sound Wheel for Reproduced 

Sound 

Robotham, Stephenson and Lee (2017) The Effect of a Vertical Reflection on the Relationship 

between Preference and Perceived Change in Timbral 

and Spatial Attributes 

 

Simurra & Queiroz (2017) Pilot Experiment on Verbal Attributes Classification of 

Orchestral Timbres 

 

Williams (2011) A Comparative Perceptual Evaluation of the Timbral 

Variations in Choral Location Recordings Created by four 

Common Stereo Microphone Techniques 

 

Table 3.1.3: Selected Studies for the Selection of Timbral and Technical Attributes 
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The attributes derived in Systematic Evaluation of Perceived Spatial Quality (Berg & 

Rumsey, 2003), displayed in Figure 3.1.3, have been taken as a reference for the 

selection of spatial attributes, as this study strongly relates to the context of the current 

investigation:  

 

“The method described has been shown to produce statistically significant results 

in evaluation of different modes of spatial reproduction and different microphone 

techniques. Despite changes of subjects and stimuli, the attributes on which the 

scales are based seem valid and reliable in the context of evaluating the spatial 

quality of surround sound reproductions of stationary, naturally occurring sound 

sources in reverberant spaces, recorded acoustically without using artificial 

multitrack mixing. This reinforces the strength of attributes originating in 

constructs elicited from listeners. There are no data available for direct 

comparison to support the superiority of attributes generated this way, but the 

fact that all attributes have showed [sic] to be highly significant indicates the 

power of this method… the general validity of the attributes found could be 

confirmed by comparing them with attributes employed by other authors, like 

Zacharov and Koivuniemi, Toole and Gabrielsson et al.” (Berg & Rumsey, 2003, 

p. 11) 

 

This means that these attributes are also in accord with Bech & Zacharov’s proposed 

system displayed in Figure 3.1.1 (see next page): 
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Figure 3.1.3: Attributes in the Final Evaluation Experiment Conducted by Berg & Rumsey 

(2003, p. 12) 

 

However, some attributes elicited in the other studies were missing in Figure 3.1.3 and 

thus have been added to the spatial attribute selection. These include Spatial Balance, 

Vertical Image Shift, Vertical Image Spread, and Vertical Frequency Separation. The 

same procedure has been applied to the selection of significant timbral and technical 

attributes. Based on the extensive research of Pedersen & Zacharov (2015) in these 

fields, their Sound Wheel for Reproduced Sound (Figure 3.1.4) served as a primary 

reference. The definitions therein for the different timbral attributes have been taken for 

the current investigation: 
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Figure 3.1.4: Sound Wheel for Reproduced Sound by Pedersen & Zacharov (2015, p. 8) 

 

After a comparison of all studies displayed in Table 3.1.3 the timbral and technical 

attributes presented in Chapter 3.1.2 have been considered repeatedly as significant 

throughout these publications, and were thus chosen as a focus of the Sound Wheel. 

This approach offered the possibility to include also other attributes from the Sound 

Wheel during category scaling if the attributes in focus would turn out inappropriate to 

describe the auditory perception.  
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3.1.2  Definition of Attributes 

As a result of the explanations in Chapter 3.1.1. the following attributes and definitions 

have been derived (see Table 3.1.4). The definitions have been taken from Berg & 

Rumsey (2003) and Pedersen & Zacharov (2015), whereas their wording was slightly 

amended to fit into the context of the current experiment. As can be seen in Table 3.1.4, 

some attributes entailed a combination of sub-attributes. This was done to reduce the 

rather large number of attributes to be assessed and thus making the evaluation process 

more efficient. Although some of these sub-attributes would exclude each other by 

definition, it was yet considered essential to define them to reduce the possibility of 

ambiguity (see Width, e.g.).  

 

Spatial Quality: Attitudinal Attributes 

Naturalness: How similar to a natural listening experience the sound as 

a whole sounds (i.e. not reproduced through, e.g. 

loudspeakers). 

 

Presence: The experience of being in the same acoustical 

environment as the sound source, e.g. to be in the same 

room. 

 

Preference: The degree to which the sound as a whole is pleasing, 

disregarding the programme content.  

 

Spatial Quality: Descriptive Attributes 

Width: Entailing both, individual source width and 

room width 

 

Individual source width:  

The perceived width of an individual sound source, or the 

angle occupied by it. This does not necessarily indicate 

the known size of such a source, e.g. one knows the size 

of a piano in reality, but the task is to assess how wide the 

sound from the source is perceived. This disregards 

sounds coming from the sound source’s environment, 

e.g. reverberation, as only the width of the sound source 

itself is assessed.  

 

Room width:  

The width or angle occupied by the sounds coming from 

the sound source’s reflections in the room, disregarding 

the direct sound from the sound source. 

 

Localisation Accuracy: How easy it is to perceive a distinct location of the source 

or how easy it is to pinpoint the direction of the sound 

source. Its opposite is when the source’s position is hard 

to determine - e.g. a blurred position.  

 

Distance/Depth: Entailing source distance and 

environmental depth 

 

Source distance: The perceived distance from the 

listener to the sound source. 
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Environmental depth: Depth of the (reflective) 

environment within which the source is located.  

 

Envelopment: Entailing source envelopment and 

room envelopment 

Source envelopment: The extent to which the sound 

source envelops the listener or the feeling of being 

surrounded by the sound source. This disregards sounds 

coming from the sound source’s environment, e.g. 

reverberation and only assesses the sound source. 

 

Room envelopment: The extent to which the sound 

coming from the sound source’s reflections in the room 

(the reverberation) envelops or surrounds the listener.  

 

Spatial Balance: The distribution of energy at different points in space. 

 

Room Perception: The ability to experience the 

characteristics of the room, entailing the perceived 

room size and room sound level 

 

Room size: The ability to perceive the relative size of the 

room. 

Room sound level: The level of sounds generated in the 

room as a result of the sound source’s action, e.g. 

reverberation. This disregards the direct sound from the 

sound source and extraneous disturbing sounds. 

 

Vertical Image Shift: The amount of perceived vertical image shift. 

 

Vertical Image Spread: The amount of perceived vertical spread of the sound 

source. 

 

Vertical Frequency Separation: The amount of perceived vertical frequency separation. 

E.g. if low frequencies are located lower than high 

frequencies.  

 

Timbral Quality 

Full: If both low and high frequencies are well represented with 

extension towards both ends of the spectrum. 

 

Brilliance (also often referred to as “clear”): Crystal-clear reproduction through an extended treble 

range with an airy and open treble. Lightness, purity and 

clarity with space for instruments. Clarity in the upper 

frequencies without being sharp or shrill and without 

distortion. 

 

Sharp / Bright: An excessively raised treble content leading to a hard 

sound.  

 

Nasal: A closed sound with a pronounced midrange. Gives the 

impression corresponding to vocalists singing through the 

nose (nasal). 

 

Bass depth (also referred to as “thin” if lacking): Denotes how far the bass extends downwards. If it goes 

down in the low end of the spectrum, there is great depth. 

This should not be confused with bass strength, which 
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indicates the strength of the bass or boomy which relates 

to resonances in the lower bass region. 

 

Boxy: Denotes a hollow sound, as if the sound was played 

inside a small box and represents resonances in the 

upper bass frequency range. 

 

Homogeneous: Denotes to which degree the different frequency ranges 

(bass, midrange and treble) are coherent, continuous, 

and balanced without gaps between them. There are 

seamless transitions between the tone ranges. 

 

Timbral realism (also often referred to as “natural” or 

“coloured”): 

The extent to which the reproduced audio sounds like any 

real experience. This does not necessarily have to be the 

original sound the recording was trying to reproduce. 

 

Treble content in reverberation: 

 

Allows perceiving different aspects of a room, as 

according to Gerzon “realism is lost if the rear treble 

response is poorer than the front.” (1971, p. 12) 

 

Dynamics (only for guitar and djembe) 

Attack: Denotes the transient response: The ability to reproduce 

transients cleanly and separated from the rest of the 

sound image. An imprecise attack is understood as 

unclear or as a muted impact. It denotes the degree to 

which one can hear the actual strokes on the djembe or 

the plucking of the strings of the guitar. 

 

Punch: Specifies whether the strokes on the percussion or the 

plucking of the strings of the guitar are reproduced with 

clout, almost as if one can feel the blow. It also denotes 

the ability to handle large volume excursions without 

compression effortlessly. 

 

Powerful: The ability to handle high sound levels, especially when 

striking the percussion. It indicates whether the punch and 

attack are maintained at high volume. 

 

Table 3.1.4: Definitions of Attributes 

 

3.1.3  Selection of Response Format and Scaling Procedure 

After the selection and definition of the attributes (Figure 3.1.1, left) the next step was to 

choose the most appropriate response format and scaling procedure (Figure 3.1.1, right) 

when following the procedure of Bech & Zacharov (2006, pp. 94 - 95). 

 

In short, the chosen response format for the evaluation of the spatial attributes was a 

direct scale magnitude estimation where the subject assigns a (numerical) value to one 

stimulus and then judges subsequent stimuli against the first. This response format was 
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considered appropriate as it stands in accordance with the test design used in similar 

investigations such as Millns & Lee (2018), Howie et al. (2017), Howie et al. (2015), 

Gribben & Lee (2015), and Lee & Gribben (2014).  

 

Direct scale magnitude estimation, however, was considered ineffective and inefficient 

for the grading of timbral and technical attributes. This led to the choice of category 

scaling for the evaluation of timbral and technical attributes. In category scaling, the 

subject is asked to assign a category (in this case a timbral or dynamic label) to each 

stimulus presented. The method of category scaling seemed justified as according to 

Bech & Zacharov “this scaling method is often employed for audio evaluations.” (2006, 

p. 72) 

 

Table 3.1.5 displays the requirements to be considered in the selection process of an 

appropriate response and scaling method according to Bech & Zacharov (ibid., pp. 83-

96) and how these have been met by the current choice (see Chapter 3.2). For a detailed 

description of these requirements, the reader is referred to Bech & Zacharov (ibid.). 

 

Requirement of the Response Format and Scale Implementation in the Test Design 

It should be meaningful to the subject The subject was provided with an unambiguous 

explanation of the scale and what it is intended to 

measure. The attributes have been clearly defined. 

 

It should be uncomplicated to use Using the HULTI-Gen (Huddersfield Universal Listening 

Test Interface Generator) allowed for a simple slider-

based user interface control. 

 

It should possess the ability to differentiate between 

the stimuli of interest 

With a resolution from 0-100 the subject was provided 

with a continuous scale. Therefore intermediate scale 

values were guaranteed. Based on previous studies and 

the ITU-R Recommendation BS.1116 anchor labels other 

than the extremes were avoided to reduce bias.  

 

It should be relevant for the task The chosen attributes have been shown to produce 

statistically significant results in the evaluation (see 

Chapter 3.1.1). The subject understood the definition and 

the use of the attributes. The selected stimuli excited all 

the attributes. 

 

It should avoid the endpoint effect The subject was familiar with all stimuli before doing the 

listening test and was thus familiar with the range of 

auditory impressions. 

 

It should reduce context effects Using the following methods, context effects were limited 

as much as possible:  
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Randomisation:  

Order effects and sequential dependencies have been 

eliminated by applying a random presentation of the trials 

and stimuli through HULT-Gen.  

 

Stabilisation: 

Anchors for the endpoints of the scale were introduced. 

As the GUI did not allow for randomisation of the 

reference, no separate auditory anchor reference was 

included. Instead, the stimulus with the highest attribute 

response was taken as a reference with a grading of 100, 

and the other two stimuli were rated accordingly, as 

proposed by Howie et al. (2017, p. 5) 

 

Calibration: 

The subject was familiar with the testing method prior to 

the test.  

 

Interpretation:  

The experimenter was aware of the experimental context 

and used that knowledge when analysing and interpreting 

the results.  

 

 

It should be unbiased Minimising contraction bias:  

Stimuli were randomised, and the response range was 

anchored using the stimulus with the highest attribute 

perception as a reference for the value of 100.  

 

Minimising bias caused by unfamiliarity with units of 

magnitude:  

The subject was familiar with all stimuli prior assessment. 

 

Minimising bias caused by unfamiliarity with the mapping 

of the responses to the stimuli: 

Logarithmic response bias was avoided by hiding the 

numerical display during grading.  

 

Range equalising bias was avoided by letting the subject 

choose its response ranges and avoiding category ratings 

within the scale.  

 

Reducing other bias effects: 

Perceptual sensitivity:  

The subject had previous experiences in critical listening 

of various spatial audio attributes and reported normal 

hearing. This had been tested by an otologist one year 

before the test. As the current listening test was not 

conducted in the field of low bit-rate coding systems, the 

bias of perceptual oversensitivity could be ignored.  
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Halo bias:  

Stimuli and thus the reference were randomised. Two 

different response formats were chosen for spatial and 

timbral evaluation. 

 

Dumping bias: 

Neither was the scale restricted in the evaluation of the 

spatial attributes nor was a category missing when 

evaluating timbral and other qualities of the sound, as the 

subject was free to add comments in case the provided 

categories would not be sufficient to describe the auditory 

perception appropriately.  

 

Table 3.1.5: Requirements of Response Formats and Scales According to Bech & 

Zacharov (2006, pp. 83-96) 

 

 Implementation of the Test Design 

For the evaluation of the spatial attributes, double-blind multiple stimuli comparison tests 

were conducted using a GUI with the Huddersfield Universal Listening Test Interface 

Generator, a Cycling 74 Max-based tool (Gribben & Lee, 2015). The subject could freely 

turn its head if it stayed in the sweet spot. The task was to grade three stimuli against 

each other on a continuous rating scale. The scale ranged from 0 (labelled “lesser”) to 

100 (labelled “greater”), whereas the stimulus with the “greatest” attribute impression 

was taken as a reference of 100 with the other two stimuli being graded accordingly. This 

procedure was proposed by Howie et al. (2017, p. 5) to reduce scaling bias. The 

presentation order of both, the stimuli and the trials was randomised to avoid the potential 

biases stated in Chapter 3.1.3. The stimuli were synced in playback, meaning the subject 

could switch between mixes at any point during the playback. For each test, the subject 

was to complete a total of five trials (corresponding to the five musical sources), each of 

which contained the stimuli of the different mixes (resulting in 3 stimuli per trial). Figures 

3.2.1-3.2.5 display the configuration and the resulting GUI of the listening test according 

to the explanations given in Chapter 3.1.3 (see next page): 
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Figure 3.2.1: Routing of the Individual Channels of the 9.1 Stimulus Files to their 

Corresponding Outputs 

 

 

Figure 3.2.2: Listening Test Basic Settings 
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Figure 3.2.3: Listening Test Scale Design 

 

 

Figure 3.2.4: Listening Test Playback Settings 
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Figure 3.2.5: Listening Test GUI 

 

When rating Preference, the subject was not given any specific subjective qualities or 

attributes to consider but was advised to write a comment on its decision on a paper. For 

the evaluation of all other attributes, the same GUI was used for playback to allow for a 

double-blind test and the randomisation of the stimuli and trials. The sliders, however, 

were not used as the task was to assign one or multiple labels to a stimulus by writing 

the assigned label on a paper. The labels could be chosen from the timbral and dynamic 

categories listed in Chapter 3.1.2. If, however, none of the labels provided in this list (see 

Table 3.1.4) seemed appropriate for describing the perception, the subject was free to 

choose another label of Pedersen & Zacharov’s Sound Wheel (see Figure 3.1.4).  

 

 Reproduction Setup 

All 3D audio playback including mixing took place in the Auro-3D studio at SAE Brussels, 

an acoustically treated listening room with a 10.1 Auro-3D setup with Sonodyne 

SM100AK speakers, as can be seen in Figure 3.3.1:  
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Figure 3.3.1: Auro-3D Studio at SAE Brussels (SAE Institute Brussels, 2017) 

 

The sound pressure level of each loudspeaker was measured and calibrated for 79dB 

SPL (A-weighting, slow response) at the listening position using pink noise, as proposed 

by Holman (2008, p. 69). The monitor level was calibrated and kept constant to -18dB 

throughout the sessions. 

 

 Stimuli Creation 

3.4.1  Selection of Stimuli 

Based on previous similar studies in the field of psychoacoustics such as Howie et al. 

(2017; 2015), musical excerpts of 30 seconds were chosen. The selection was mostly 

aimed towards passages containing pauses of a certain length to ease the perception of 

room-related attributes, as proposed by Rumsey (2002, p. 659). Related to that the 

stimuli should exhibit as little background noise as possible to avoid any distractions from 

the assessment tasks as much as possible.  

 

3.4.2  Procedure 

Rumsey addressed the need for ecological validity and its function in the experimental 

design when comparing different recording techniques: 
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“Ecological validity describes the extent to which an experimental situation 

matches the real-world context and circumstances it is supposed to represent. 

For example, numerous psychological experiments take place under highly 

controlled laboratory conditions that may give rise to unrepresentative human 

responses. Such situations could be considered to have low ecological validity. 

Ecological validity is similar to external validity, which relates to the validity of 

experimental results outside the context of the individual experiment. In 

psychoacoustic experiments there is nearly always a tension between ecological 

validity and scientific control of variables - the more tightly one controls 

experimental variables in order to observe individual effects, the less ecologically 

valid the experiment becomes. There appears to be a form of uncertainty principle 

at work, in that one can obtain an unambiguous result with high certainty but low 

ecological validity, or a more uncertain result with higher ecological validity. The 

more like a real-world situation the experiment becomes, the less easy it is to 

control all the variables. This tension is strongly evident when one tries to 

undertake controlled experiments comparing recording techniques.” (2002, p. 

654) 

 

Based on this, the method of a balanced mix for stimuli creation was chosen, as a 

balanced mix represents a scenario of high ecological validity. Besides, comparable 

studies have applied the same process, such as Howie et al. (2017, p. 5; 2016, p. 6; 

2015, p. 6) or Luthar et al. (2015, p. 3). When balancing, the aim was  

 

“to convey a sense of depth and realism to the instruments, using a 'direct 

sound/instrument in front, ambience to the sides, behind and above' approach. It 

was considered very important that mixes contain enough height channel 

information to be pleasant, realistic and enveloping, rather than exaggerating the 

differences between polar patterns. The goal was not to create an 'obvious' 

listening test, but one that mirrored the subtle mix differences that professional 

engineers discriminate between on a daily basis.” (Howie et al., 2015, p. 6) 

 

This includes that “careful attention was given to maintaining a similar balance of direct 

to reverberant sound for each technique. No filtering of any kind was applied to the 

microphone signals.” (ibid., 2018, p. 5)  

 

The approach of intra-array level matching as in Martin et al. (2016) has been taken into 

account but was considered ecologically invalid. A pure channel-based routing as in 

Kassier et al. (2005), on the other hand, was not possible due to the recording procedure 
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the recording engineer was forced to apply (see Appendix, Chapter 9.6.3) as it influenced 

the original ICLDs of some of the recorded signals.  

 

Before starting to balance, phase relations have been checked aurally and visually, and 

the polarity was flipped where necessary. However, as the recording setup was 

measured, signals have been found mostly to be in phase (as shown in Figures 3.4.1-

3.4.3).  

 

 

Figure 3.4.1: Main-Array Channels in Phase 

 

 

Figure 3.4.2: Main-Array Height Channels in Phase 
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Figure 3.4.3: Some Channels out of Phase within the F/R-Approach 

 

Furthermore, the differences in level on the channels where the preamp gain had to be 

turned down enforcedly during recording (see Appendix, Chapter 9.6.3) have been 

compensated by ear. The reference for the level adjustment was the microphone signals 

from the same part of the array in question. In addition, a LPF was applied to the Fukada 

LL and RR channels at 250 Hz, as proposed by Rumsey (2013, p. 197): 

 

 

Figure 3.4.4: LPF at 250Hz for the Fukada LL and RR Channels 
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The stimuli have been mixed in Pro Tools with the Auro-3D Authoring Tools (version 2.5) 

through the Digidesign D-Control (ICON) control surface, as can be seen in Figures 

3.4.5-3.4.8:  

 

 

Figure 3.4.5: Auro-3D Authoring Software Controlled by the ICON 

 

 

Figure 3.4.6: Auro-3D Panner 
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Figure 3.4.7: Auro-3D Mixing Engine Displaying the 9.1 Mix 

 

 

Figure 3.4.8: Auro-3D Authoring Tools Overview 

 

Due to the nature of the research questions no processing was applied: neither for 

removing preamp noise nor other artefacts, thus following the procedure in Howie et al. 

(2018, p. 5). The appropriateness of the chosen excerpt allowing to perceive attribute 

related differences between the mixes as good as possible was weighted higher than 

the removal of any such noise as this would imply a direct intervention into an 

experimental constant being the recorded signals entailing all spatial and timbral cues. 

Nevertheless, the artefacts in question have not been perceived as distracting during 

mixing or evaluating the intended attributes. 
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All stimuli have been level matched for ± 0.2dB using the following procedure: A 3Dio FS 

Pro II dummy head was placed at the listening position at ear level and used to record 

the playback of each stimulus as can be seen in Figures 3.4.9 and 3.4.10. The binaural 

input was monitored with an LUFS meter (iZotope Insight) with an integration window of 

30 seconds (stimulus duration) which can be seen in Figures 3.4.11 and 3.4.12. This 

method for stimuli level matching has been applied previously in similar studies like 

Howie et al. (2017, p. 5) or Martin et al. (2016, p. 4).  

 

 

Figure 3.4.9: Dummy Head Position Side View 

 

 

Figure 3.4.10: Dummy Head Position Back View 
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Figure 3.4.11: iZotope Insight Measuring Binaural Dummy Head Input LUFS 

 

 

Figure 3.4.12: Stimuli Level Matching 

 

Once this has been done, the mixes were bounced into multiple mono files and 

recombined in Wave Agent to obtain the 9.1 wav files demanded by the HULTI-GEN. All 

9.1 stimuli files have been checked on their correctness before importing them into the 

GUI.  
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 Limitations  

Referring to Bech & Zacharov, several requirements for improving the validity of the 

results could not be met within the scope of the current research. Due to limited 

resources, the process of subject pre- and post-selection (2006, pp. 118-140) could not 

be accomplished in order to obtain a listening panel of at least five expert subjects to 

ensure a sufficient resolution in the test (ibid., p. 113). However, a preliminary (partial) 

listening test was conducted one day before the listening test, and the results of the two 

tests showed a strong correlation, which indicates intra-subject consistency. 

Furthermore, other field-related investigations have been published with the 

experimenter being the subject simultaneously, such as Williams (2012), King et al. 

(2016), Riaz et al. (2017), Geluso (2012), Bowles (2015), Sawaguchi (2018), and Luthar 

et al. (2015). Similarly, the validity of the results can be seen reduced as only one 

balancing engineer was involved, and not several, to minimise the factor of subjectivity 

in stimuli creation (compared to Howie et al., 2017; 2015). 

 

Regarding the experimental design the limitation of transfer bias and expectation bias 

could not be accomplished according to Bech & Zacharov (2006, pp. 92 - 93), as the 

same subject was used for assessments of different attributes and different conditions 

(mixes) of the same attribute. However, the same authors stress the advantages of 

having permanent listeners throughout the tests and the magnitude of transfer bias in 

listening tests has not yet been researched to the author’s knowledge. Also, as the 

subject was at the same time the experimenter, the subject was familiar with the 

experimental detail and thus more prone to expectation bias. The results throughout the 

listening tests for the different array-mixes, however, suggest that the magnitude of 

expectation bias was not dominating the subject’s evaluation.  

 

Further limitations include that the recording was conducted only in one space as the 

characteristics of the room can take influence on the perception of environment-related 

attributes (see Appendix Chapter 9.1.2). Similarly, as all sources were recorded solo, 

ensemble-related attributes could not be tested. In relation to that, the ecological validity 

of the experiment would be improved when involving ensembles as this enables “the full 

range of problems and effects that can arise in spatial audio production.” (Rumsey, 2002, 

p. 657) The required evaluation time for this, however, would have exceeded the 

allocated time for the resources. In addition, based on the recording setup, the results 

are only applicable to the dry-wet scenario, and not a sound all-around approach.  
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4.  Results  

Tables 4.1.1-4.1.16 visualise the values obtained in the listening test through direct scale 

magnitude estimation: 

 Graphical Representations of the Listening Test Results 

Spatial Quality: Attitudinal Attributes 

 
Naturalness 

 

Table 4.1.1: Results for the Attribute Naturalness 

 

Presence  

 

Table 4.1.2: Results for the Attribute Presence 
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Guitar 39 100 77
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Preference  

 

Table 4.1.3: Results for the Attribute Preference 

 

Spatial Quality: Descriptive Attributes 

 
Width 

 

Table 4.1.4: Results for the Attribute Width 
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Localisation Accuracy  

 

Table 4.1.5: Results for the Attribute Localisation Accuracy 

 

Distance/Depth  

 

Table 4.1.6: Results for the Attribute Distance/Depth  
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Envelopment  

 

Table 4.1.7: Results for the Attribute Envelopment 

 

Spatial Balance  

 

Table 4.1.8: Results for the Attribute Spatial Balance  
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Room Perception  

 

Table 4.1.9: Results for the Attribute Room Perception  

 

Vertical Image Shift  

 

Table 4.1.10: Results for the Attribute Vertical Image Shift 
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Vertical Image Spread  

 

Table 4.1.11: Results for the Attribute Vertical Image Spread  

 

Vertical Frequency Separation 

 

Table 4.1.12: Results for the Attribute Vertical Frequency Separation  
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Dynamics 

 
Attack 

 

Table 4.1.13: Results for the Attribute Dynamics  

 

Punch 

 

Table 4.1.14: Results for the Attribute Punch  
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Powerful 

 

Table 4.1.15: Results for the Attribute Powerful  

 

Timbre 

The results of the auditory evaluation regarding Timbre through category scaling can be 

seen in Table 4.1.16. Figure 4.1.1 indicates the order in which the trials and stimuli were 

played back.  

 

 

Table 4.1.16: Results for the Timbral Attribute Category Scaling 
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Figure 4.1.1: Order of Trial and Stimuli Randomisation during the Evaluation of Timbral 

Attributes 

 

 Correlations between Attributes and Subject Responses 

Figure 4.2.1 depicts a schematic representation of the correlations found between the 

assessed attributes based on their response patterns through direct scale magnitude 

estimation (what array was graded how for what source regarding a specific attribute). 

Vertically coherent displayed attributes showed an identical response pattern regarding 

the ranking of the different arrays. Horizontally intended attributes showed an identical 

response pattern to the attributes above, except for one source. Similarly, the closer the 

attributes are horizontally to each other, the more similar are their response patterns. 

The attributes Vertical Frequency Separation, Vertical Image Shift, Powerful and Punch 

have not been included in this graphic as Powerful and Punch have only been tested on 

two sources, and Vertical Frequency Separation and Vertical Image Shift have been 

measured with a reference of 1 (“not existent”). Therefore, the obtained values for these 

attributes do not allow for a direct comparison with the other attributes.  

 

 

Figure 4.2.1: Correlations between Attributes based on their Response Patterns Part 

One 
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In summary, some significant observations can be made; firstly, the close relationship 

between the two attitudinal attributes Naturalness and Preference regarding their 

response patterns. They differ only slightly from each other in the rating of the handpan. 

Secondly, the almost identical response patterns of the section Naturalness and Width 

in relation to spatial descriptive attributes such as Distance/Depth, Spatial Balance and 

Room Perception. The two sections only differ from each other in the response for the 

djembe. Thirdly, the function of the attribute Envelopment as a link between the spatial 

descriptive attributes and the attitudinal attribute Presence. The attribute Envelopment 

only differs from each of the two by one source each (cello for the spatial descriptive 

attributes and handpan for Presence). Fourthly, although the response pattern for the 

attributes Localisation Accuracy and Attack is identical, they showed no similarity 

whatsoever to the responses of the other attribute-clusters. Regarding Timbre and 

Preference, no array seemed to dominate the highest rankings of all sources. Within 

these two attributes, no particular regularity could be found, as can be seen in Tables 

4.2.1 and 4.2.2:  

 

 

Table 4.2.1: Results for the Timbral Attribute Category Scaling 

 

 

Table 4.2.2: Comments on the Grading for the Attribute Preference 
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The colour blue indicates the mix of the Main-Array, orange the mix of the F/R-Array and 

green the mix of the Hybrid-Array. Comments in bold indicate the comment of the 

preferred stimulus. 

 

However, when comparing the comments on Preference (Table 4.2.2) with the timbral 

attribute category scaling (Table 4.2.1), a strong correlation between the highest 

preference ratings and positive timbral descriptors can be identified. The assigned 

timbral labels for the perceived auditory event in case of preference were 

“homogeneous”, “natural”, “brilliant” and containing “highest treble content in reverb.” 

 

This is a remarkable result as Preference was the first and Timbre the last attribute to be 

tested in the listening test. This indicates that expectation bias or sequential contraction 

bias can be excluded. Although according to Table 4.2.2 Timbre is suggested to have a 

strong influence on Preference, Room Perception and Naturalness also seemed of 

importance. Timbral factors were mentioned only in case of negative perception, 

whereas Naturalness appeared mostly as a positive descriptor. “Space” was noted in 

both, a positive and negative context.  

 

When including the results of the timbral category scaling, the continuation of Figure 

4.2.1 is depicted in Figure 4.2.2, and any implications will be discussed in Chapter 5:  

 

 

Figure 4.2.2: Correlations between Attributes based on their Response Patterns Part 

Two 

 

 Correlations between Array Gradings and Sources 

Going one level deeper, Tables 4.3.1-4.3.3 give an overview of the different arrays being 

ranked highest for a specific instrument regarding a specific attribute: 
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Main-Array Highest Gradings:  

Attribute Source 

Naturalness Violin 

Width Violin 

Preference Violin 

Distance/Depth Violin 

Spatial Balance Violin 

Room Perception Violin 

Envelopment Violin, Cello 

Presence Violin, Cello 

Vertical Image Spread Violin, Cello 

Localisation Accuracy Djembe, Handpan, Guitar 

Attack Djembe, Handpan, Guitar 

Table 4.3.1: Main-Array Highest Gradings 

 

F/R-Array Highest Gradings: 

Attribute Source 

Naturalness Djembe, Handpan, Guitar 

Width Djembe, Handpan, Guitar 

Preference Djembe, Guitar 

Distance/Depth Handpan, Guitar 

Spatial Balance Handpan, Guitar 

Room Perception Handpan, Guitar 

Envelopment Handpan, Guitar 

Presence Guitar 

Vertical Image Spread Guitar 

Localisation Accuracy Violin, Cello 

Attack Violin, Cello 

Table 4.3.2: F/R-Array Highest Gradings 

 

Hybrid-Array Highest Gradings: 

Attribute Source 

Naturalness Cello 

Width Cello 

Preference Cello, Handpan 

Distance/Depth Cello, Djembe 

Spatial Balance Cello, Djembe 

Room Perception Cello, Djembe 

Envelopment Djembe 

Presence Djembe, Handpan 

Vertical Image Spread Djembe, Handpan 

Localisation Accuracy - 

Attack - 

Table 4.3.3: Hybrid-Array Highest Gradings 

 

At the same time, it was considered worthy of depicting results where ratings are critically 

below the values of the other arrays for the same attribute and source.  
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When doing so “critically” has been defined as a value below 40. Tables 4.3.4-4.3.6 show 

where such ratings occurred:  

 

Main-Array Critical Gradings: 

Attribute Source 

Naturalness Djembe, Handpan, Guitar 

Width Djembe, Handpan, Guitar 

Preference Handpan 

Distance/Depth Djembe, Handpan, Guitar 

Spatial Balance Djembe, Handpan, Guitar (1!) 

Room Perception Djembe, Guitar 

Envelopment Djembe, Handpan, Guitar (1!) 

Presence Djembe, Handpan, Guitar 

Vertical Image Spread not applicable 

Localisation Accuracy Violin 

Attack - 

Table 4.3.4: Main-Array Critical Gradings 

 

F/R-Array Critical Gradings: 

Attribute Source 

Naturalness - 

Width - 

Preference Violin 

Distance/Depth - 

Spatial Balance Cello 

Room Perception - 

Envelopment Violin, Cello 

Presence - 

Vertical Image Spread not applicable 

Localisation Accuracy Handpan, Guitar 

Attack Guitar 

Table 4.3.5: F/R-Array Critical Gradings 

 

Hybrid-Array Critical Gradings: 

Attribute Source 

Naturalness Djembe 

Width - 

Preference - 

Distance/Depth - 

Spatial Balance - 

Room Perception - 

Envelopment - 

Presence - 

Vertical Image Spread not applicable 

Localisation Accuracy Djembe 

Attack - 

Table 4.3.6: Hybrid-Array Critical Gradings 
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Based on these results a source-dependent array behaviour can be assumed, and 

several tendencies stick out when observing Tables 4.3.1-4.3.3:  

 

First, the Main-Array dominates the high gradings for the violin regarding all attributes. 

Exceptions are Localisation Accuracy and Attack where the Main- and F/R-Array seemed 

to have swopped their behaviour (see Table 4.3.1 and 4.3.2). The Main-Array also 

prevails the ratings for the violin and cello regarding the attributes Envelopment, 

Presence and Vertical Image Spread. Similarly, the F/R-Array dominated positive 

responses for the guitar except for Localisation Accuracy and Attack. Almost to the same 

extent the F/R-Array had led to positive responses for the handpan. Analog to these 

examples, the Hybrid-Array was responsible for most high ratings for the cello and 

djembe.  

 

Considering the sonic nature of the instruments when describing source-array 

dependencies, the following regularities were discovered (see Table 4.3.7): The Main-

Array seems to dominate primarily the responses of the violin, which exhibits a sustained 

HF character. Besides, it also featured sustained sources with different frequency 

content (violin/cello). Analog, the F/R-Array seems to prevail sources mostly being active 

in the mid-frequency range and being of both, a sustained and percussive nature. The 

Hybrid-Array, on the other hand, seems to have the most influence on positive ratings of 

instruments with enhanced LF content.  

 

Highest Gradings:  

Array Type Instrument  

Main-Array Violin, Cello / Violin 

F/R-Array 1. Guitar, 2. Handpan 

Hybrid-Array Cello, Djembe (equal) 

Table 4.3.7: Relation between Array Type and Highest Scored Instruments 

 

Critical Gradings:  

Array Type Instrument  

Main-Array 1. Djembe, Handpan, Guitar (all) 

 

2. Violin (Localisation Accuracy) 

 

F/R-Array Violin (Preference), Cello (Spatial Balance), 

Envelopment: Violin/Cello 

 

Handpan, Guitar (Localisation Accuracy) 

 

Hybrid-Array Djembe (Naturalness, Localisation Accuracy) 

Table 4.3.8: Relation between Array Type and Critical Gradings 
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The most obvious pattern within Table 4.3.8 is the Main-Array leading to negative 

responses mostly for instruments entailing a percussive element. An interesting note is 

also the negative rating for the violin for Localisation Accuracy, as for all other attributes 

the same array resulted in the highest ratings for the violin. Secondly, a minor tendency 

of the F/R-Array towards critical gradings on string instruments can be assumed. Last 

but not least, the only instrument where the Hybrid-Array resulted in critical responses 

was the djembe.  

 

Regarding the attributes Vertical Image Shift and Vertical Frequency Separation the only 

pattern to be discovered was that these phenomena appear almost exclusively in the 

FR- and Hybrid-Array, which both contain the height layer of the Hamasaki-Cube. For 

the attributes Punch and Powerful, the F/R-Array seemed to dominate positive ratings.  

 

 Objective Measures 

When comparing the outcomes of Chapter 4.2 and 4.3 with the spectral graphs derived 

from the dummy head and ambient microphone signals no deductions could be drawn. 

The same applied to the IRs and RT60 measurements. The only regularity to be 

discovered was an enhanced HF content in the signals of the Hamasaki-Cube compared 

to the ambient signals of the Main-Array and will be discussed in the next chapter.  
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5.  Discussion 

 Correlation between Attributes and Subject Responses 

The relationships between attributes as seen in Table 4.2.2 are confirmed by previous 

research and will be discussed in this chapter. Since the attribute clusters in Table 4.2.2 

are based on the rankings of the arrays for the different sources (see Chapter 4.1), a 

close correlation between the attributes implicates an identical or strongly correlated 

response pattern for the different arrays. Hence, when the attribute correlations can be 

backed up by previous research, the validity of the array gradings can be seen increased. 

Naturalness, for example, was proofed in experiments  

 

“to be by far the most important factor in determining overall preference in sound 

quality. Possibly it is mainly an evaluative or emotive judgement, it may consist 

of an optimum combination of other sub-factors, and it may have a strong timbral 

component and be highly context dependent.” (Rumsey, 2013, p. 39)  

 

Hence, this statement confirms the close relation between Naturalness, Preference and 

Timbre as displayed in Table 4.2.2. It also explains the frequent appearance of the 

descriptor “natural” in the comments on Preference (see Table 4.2.2). Related to that, if 

one equals the attribute Preference with the highest overall judgement of audio quality, 

Preference can be seen as “integrative evaluation that takes into account all of the lower-

level attributes and weighs up their contribution.” (Rumsey as in Roginska & Geluso, 

2018, p. 215) As it was shown that timbral fidelity contributes strongly more to the overall 

quality judgment than spatial fidelity (Rumsey, 2013, p. 39; Rumsey et al., 2005, p. 968), 

the identical response pattern for Preference and positive timbral descriptors leading to 

a closer correlation of Preference to Timbre than Preference to any spatial descriptive 

attributes (see Table 4.2.2) can be explained this way. 

 

The positive timbral descriptors used when describing the auditory perception for stimuli 

which independently had been graded highest in Preference were “homogeneous”, 

“natural”, “brilliant” and “highest treble content in reverb.” Their definitions as used during 

the listening test have been taken and contrasted with the spectral graphs of the dummy 

head and ambient microphone signals. However, no conclusions could be drawn as the 

graphs where visually too similar to identify significant differences in the frequency areas 

of concern.  
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When considering that Naturalness is one of the most critical factors for Preference and 

has been defined as “how similar to a natural listening experience the sound as a whole 

sounds,” a possible explanation for the negative correlation between negative timbral 

perception and Preference (see Table 4.2.2) could be seen in the following statement by 

Rumsey:  

 

“There are, nonetheless, occasional phenomena that might be considered as 

specifically associated with reproduced sound, being rarely or never encountered 

in natural environments. The one that springs most readily to mind is the 'out of 

phase' phenomenon…Anomalies in signal processing or microphone technique 

can create such effects and they are unique to reproduced sound, so there is in 

effect no natural anchor or reference point against which to compare these 

experiences.” (2013, p. 39) 

 

Unlike Timbre, Naturalness appeared mostly as a positive descriptor in the comments 

for Preference (see Table 4.2.2), and could be explained through the concept that 

“Naturalness can be taken as a comparison between the stimulus under evaluation and 

an internal reference that relates to memories of the characteristics of natural 

environments.” (Rumsey, 2002, p. 654) 

 

Furthermore, the perception of space as a further influential factor for Preference was 

confirmed by Toole who found that increased quality of spatial ratings can significantly 

influence the overall sound quality rating (1985, p. 2). In that regard, the descriptor 

“open”, which frequently appears in the comments on Preference, contributes to “a 

feeling of space” (see Table 4.2.2) and leads to higher ratings for Naturalness and 

Preference (Rumsey, 2013, p. 42). Hence, the rather close relation of spatial descriptive 

attributes to the cluster of Naturalness and Preference in Table 4.2.2 can be seen 

confirmed.  

 

Having backed up the strong correlation of the array ratings between Preference, 

Naturalness and Timbre, their correlation to the attribute Width must be included in the 

discussion when following the structure in Table 4.2.2. In concert hall acoustics ASW 

has been associated with positive listener responses (Rumsey, 2002, p. 659). According 

to the definitions of the current study ASW could be considered equal to “individual 

source width”, which is a sub-attribute of Width. Therefore, the concept of ASW could be 

seen to back up the correlation between Width and Preference. In relation to that, the 

stronger correlation between Width and Preference compared to Depth and Preference 

was previously investigated by Rumsey:  
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“By far the stronger perception seems to be environment width [compared to 

environmental depth], for reasons not yet explained, although it may have to do with the 

concept of construct masking, in which strong perceptual constructs have a tendency to 

dominate the overall judgment, thereby hiding weaker ones.” (2002, p. 660) 

 

Although environmental depth and source distance seem to be dominated by the 

perception of environmental width, Depth is still crucial to the appreciation of sound 

quality (Rumsey, 2013, p. 35). This explains why the array gradings for Depth are not as 

correlated to the array gradings of Preference as are the gradings for Width, but can still 

be found in the same cluster area, referring to Table 4.2.2. 

 

Another phenomenon to explain is the correlation between the spatial descriptive 

attributes, Envelopment and Presence. The link of these attributes to Preference, 

Naturalness and so on can be established in the connection between Width and Room 

Perception (Rumsey 2002, p. 659). From there, on one side, Rumsey found a correlation 

between Envelopment, Room Perception and Spatial Balance: “Environmental 

envelopment appears to be related to the background information stream, in 

reproductions of natural spaces being dependent on the level and directional distribution 

of late, diffuse reverberant energy, similar to the concert hall LEV.” (ibid., p. 663) On the 

other side, he declares that “presence and environmental envelopment are not 

necessarily the same, although they may be closely related.” (ibid.) Combining these 

statements, it can be argued that the function of Envelopment as a link between spatial 

descriptive attributes and Presence in Table 4.2.2 can be seen confirmed. 

 

Last but not least the isolated cluster of Localisation Accuracy and Attack requires further 

explanation. Presumably, a “clear transient response” as by definition in the listening test 

would lead to a better Localisation Accuracy when thinking about the high portion of 

direct sound this conditions (Rumsey, 2013, p. 34). This might explain why these 

attributes achieved an identical response pattern. The outcome that their response 

pattern seems uncorrelated to all other attributes could be confirmed in the findings of 

Berg & Rumsey having proved “that localisation in itself is not the attribute closest to 

naturalness and positive sensations.” (2000, p.12) 

 

Therefore, by backing up the correlations found between the attributes as depicted in 

Table 4.2.2 the nature of the response patterns for the different arrays could be validated. 
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 Expected and Unexpected Results  

5.2.1  Expected Results 

Based on the explanations given in Chapter 2 and the psychoacoustic principles the 

Bowles-Array and Fukada-Tree/Hamasaki-Cube configuration operate on (see 

Appendix, Chapters 9.1.1, 9.1.2, 9.2.1, 9.2.2 and 9.5) some assumptions could be made 

on the outcomes of the listening test regarding the behaviour of the different arrays. 

These are summarised in Table 5.2.1: 

 

 

Table 5.2.1: Assumptions on the Outcomes of the Listening Test for the Different Array 

Types 

 

Besides, there was a possibility of tonal colouration for all three arrays although the 

nature of these colourations was unknown by the time to the authors’ knowledge (see 

Chapter 2.3).  

 

5.2.2  Source-Dependent Array Behaviour 

As outlined in the hypothesis and depicted in Table 5.2.1, it was assumed that each array 

would dominate the high ratings for all sources for specific attributes. This assumption is 

based on preliminary research proving that these arrays operate based on different 

stereophonic and psychoacoustic principles (see Chapter 2.3 and Appendix Chapters 

9.1.1, 9.1.2, 9.2.1, 9.2.2 and 9.5). Therefore, the outcome of the listening test indicating 

that no array dominates the highest scores for all sources for a specific attribute (or at 

least four of the five sources) and therefore giving the results a source-dependent 

character, was not expected and disproved the hypothesis. Although some regularities 

regarding frequency content and acoustic envelopes could be identified amongst the 

sources, a thorough explanation of the source-dependent results requires further 

experiments with a more controlled experimental design. Such experiments would most 

likely be of a lower “ecological validity” (Rumsey, 2002, p. 654) but may give some 
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indications about this phenomenon on a psychoacoustic level. As the listening test 

results could be explained to some extent by means of previous psychoacoustic findings, 

this may be a direction worth trying.  

 

When investigating the source-dependence in the psychoacoustic realm, research 

indicates that the radiation pattern of the different sources could be a factor which could 

have influenced the current results. Martin et al. proved that the radiation pattern impacts 

the instrument’s perceived audio image whereas the non-coincident arrays featured the 

most irregular source image perceptions (2016, p. 5). This is worth mentioning as in the 

current study only non-coincident arrays have been applied. Although the research of 

Martin et al. was only concerned about imaging, the diverse perception of the source 

images within the same arrays indicates that also other attributes could be affected by 

radiation patterns. Even if this approach should prove to be unable to explain the current 

results, the insight gained therein could provide a better understanding of 3D recording: 

 

“Our traditional understanding of how musical instruments radiate sound is still based on 

a paradigm of a two-dimensional plane; re-learning sound radiation in a three-

dimensional paradigm will help understand height channel recording better.” (Bowles, 

2015, p. 3) 

 

5.2.3  Fulfilled and Unfulfilled Expectations 

Although the patterns of the listening test were found to be consistent, confirmed by 

research (see Chapter 5.1), and intra-subject consistency is assumed (see Chapter 3.5), 

there is a rather distinctive deviation from the expectations of the different arrays for 

specific attributes, as can be seen in Table 5.2.2. When creating Table 5.2.2, the average 

rating of a specific array for all sources of a chosen attribute was taken to label the 

expectation as fulfilled or unfulfilled. The numerical proximity to the second highest 

average score was not considered.  
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Table 5.2.2: Fulfilled and Unfulfilled Expectations. The colour green indicates fulfilled, 

and the colour red unfulfilled expectations. 

 

However, when having a closer look at the listening test results, including the proximity 

of the array values to each other, the situation is more complicated than shown in Table 

5.2.2. Some peculiarities could be discovered for specific attributes and are worth 

discussing in the next chapters.  

5.2.4  Vertical Image Spread, Vertical Image Shift and Vertical Frequency 

Separation 

The unexpected result of the FR- and Hybrid-Arrays dominating the perception of Vertical 

Image Spread, Vertical Image Shift and Vertical Frequency separation, whereas all these 

attributes have been assigned initially exclusively to the Main-Array, could be explained 

when having a look at psychoacoustics. The spectral graphs of the Hamasaki-Cube 

signals indicate a slightly enhanced HF-content compared to the ambient signals of the 

Main-Array. As the FR- and Hybrid-Array both contained the signals of the Hamasaki-

Cube for their height layer, this could have caused a pitch-height effect (see Appendix, 

Chapter 9.5.7), which may have led to the perception of Vertical Image Spread, Shift or 

Frequency Separation.  

 

The scenario of an exceeded localisation threshold during mixing leading to vertical ICCT 

and thus to these effects (see Appendix Chapter 9.5.3 and 9.5.5) can be considered 

unlikely, as the Hamasaki-Cube is optimised to capture mainly ambient sound (see 

Appendix, Chapter 9.4.2) and vertical ICCT by definition conditions a certain amount of 

direct sound in the height layer (see Appendix, Chapter 9.5.3).  

 

A remaining question here would be why some of these effects have been observed in 

the Main-Array for string instruments, but no other sources. As the ICCT leading to these 

effects depends on the ICLDs between the main and height layer signals (see Appendix 
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Chapter, 9.5.3 and 9.5.5), this would indicate the option that the ICLDs for string 

instruments were smaller than for other sources. However, the reason for this would be 

currently unknown to the author.  

5.2.5  Naturalness and Width 

Opposed to Chapter 2.2.2 where the Main-Array was claimed to convey an enhanced 

perception of Naturalness, in fact, only one source scored highest for this attribute for 

the Main-Array (see Chapter 4.1). This implies that the FR- and Hybrid-Array dominated 

the attribute Naturalness. Referring again to Table 4.2.2, a possible reason could be that 

the highly decorrelated signals of the Hamasaki-Cube (see Appendix, 9.1.1 and 9.2.2), 

being a part of both, the FR- and Hybrid-Array, lead to a decreased IAC (see Appendix 

Chapter 9.5.1) and thus to an increased ASW (Gribben & Lee, 2018, p. 537). ASW can 

be considered being part of the attribute Width as per current definition, which in Table 

4.2.2 resulted in the same response pattern as Naturalness. Having said this, the 

expected result of the F/R-Array achieving the highest scores for Width may be explained 

the same way.  

5.2.6  Room Perception, Spatial Balance and Distance/Depth 

Although it was the Hybrid-Array scoring highest for Room Perception, Spatial Balance 

and Distance/Depth, and not the F/R-Array, as expected, it can be said that the Main-

Array scored considerably lower than any of the other two arrays for these attributes, 

even if this was expected. It could be assumed, that since both, the FR- and the Hybrid-

Array share the common ground of the Hamasaki-Cube height layer, that a possible 

explanation for this outcome could be the way early reflections have been captured. Early 

reflections play a crucial role in spatial hearing: 

 

“When it comes to recording, this portion of reflected sound [early reflections] 

deserves special attention as it critically affects attributes such as distance, depth, 

and spatial impression. The hearing takes spatial information from early 

reflections and converts it to a spatial event…With natural sound, the human ear 

performs this conversion spontaneously and with amazing robustness because 

that type of sound contains all properties of a reflection pattern in their original 

form. Key parameters include the timing structure in relation to direct sound, 

levels and spectrum, and horizontal and vertical incidence directions. Imaging a 

spatial environment is realistic when the ear is able to recognize and interpret the 

features of the reflected sound – that is, when it 'understands' the reflection 

pattern… Perception is particularly stable when the reflections come in from the 

original directions of the upper half space. Reproducing depth requires careful 

handling of early reflections.” (Theile & Wittek, 2012, p. 7)  
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The argument that “perception is particularly stable when the reflections come in from 

the original directions of the upper half space” got confirmed by Hamasaki & Van Baelen 

declaring that “it is necessary to situate the rear and upper microphones in order to catch 

the reflections coming from behind and above a listener.” (2015, p. 3) Therefore, one 

could think that the increased height, distance and directivity of the Hamasaki-Cube 

microphones compared to the directivity and placement of the Main-Array height layer 

microphones (see Appendix Chapters 9.1.2, 9.2.2 and 9.6.4) would lead to a more 

distinctive capture of early reflection key parameters such as “the timing structure in 

relation to direct sound, levels and spectrum, and horizontal and vertical incidence 

directions.” (Theile & Wittek, 2012, p. 7) As a consequence, this would ease (and thus 

probably increase) the perception of Room Perception, Spatial Balance and 

Distance/Depth. For a more detailed explanation of the influence of early reflections on 

the auditory perception of a sound event, the reader is referred to the Appendix (Chapter 

9.1.2). 

 

So far, the previous sections could give some possible explanations for the difference in 

behaviour between the Main-Array and the FR- / Hybrid-Arrays regarding these 

attributes. They, however, do not explain why by trend the Hybrid-Array scored higher 

than the F/R-Array. In a broader context this leads to the question of how the Hybrid-

Array entailing omnidirectional microphones in the main layer and thus having no 

directivity in its capture could score higher than the F/R-Array containing the Hamasaki-

Cube main layer which is optimised for capturing lateral early reflections. This is an 

unexpected outcome as the increased importance of lateral early reflections compared 

to ceiling reflections for the perception of Room Perception was originally found by 

Barron:  

 

“'Spatial impression' [as by definition in the study equal to Room Perception in 

the current investigation] was produced for reflection delays between 10 and 

80msec by lateral rather than ceiling reflections…It was concluded that the 

degree of spatial impression is probably related to the ratio of lateral to non-lateral 

sound arriving within 80msec of direct sound.” (1971, p. 475)  

 

It has to be mentioned, however, that the experimental design of Barron entailed 

“simulated reflections in an anechoic chamber in an attempt to understand the 

importance of early reflections in a concert hall” (ibid.) and thus differs from the current 

context, where the recording took place in diffuse field conditions. 
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5.2.7  Envelopment 

Based on the same arguments as in Chapter 5.2.6 (and further explanations in the 

Appendix Chapters 9.1.1, 9.1.2, 9.2.2 and 9.4.2) no explanation could be found why the 

Hybrid-Array scored higher in average than the F/R-Array for Envelopment. Although it 

is not early lateral reflections influencing the perception of Envelopment, but late lateral 

reflected energy (Theile & Wittek, 2012, p. 6; Rumsey, 2002, p. 661) the parameter of 

directional lateral capture remains the same. What could be explained instead is the 

positive correlation of average scores between Envelopment and Spatial Balance: 

Hanyu et al. found that Envelopment “increases if there is adequate spatial balance in 

the direction of arriving reflections.” (1999, cited in Howie et al., 2016, p. 2) 

Consequently, as the Hybrid-Array was perceived to have the highest degree of Spatial 

Balance, it thus might also have been perceived as most enveloping.  

5.2.8  Presence 

Like in the case of Envelopment (see Chapter 5.2.7) the dominance of the Hybrid-Array 

for Presence could indirectly be explained employing the perception of Spatial Balance: 

“An important criterion for presence is hypothesized to be an awareness of background-

stream sound energy arriving from many directions.” (Rumsey, 2002, p. 663) Therefore 

it follows that the increased perception of Spatial Balance of the Hybrid-Array might have 

led to an increased perception of Presence compared to the other arrays. Based on the 

rather high ratings for Presence of both, the Hybrid- and F/R-Array compared to the 

Main-Array, it can only be hypothesised that the increased treble content in the 

Hamasaki-Cube height layer has contributed to the perception of “realism” (Gerzon, 

1971, p. 659) and thus to Presence. If this would be the case, however, the question 

would arise why the Hybrid-Array was scored higher than the F/R-Array as the F/R-Array 

also contains the Hamasaki-Cube main layer signals, which have been shown to exhibit 

a slight increase of HF-content compared to the Hybrid-Array main layer signals.In any 

case, the results regarding this attribute stand in contradiction with the claim that one of 

the main advantages of the Main-Array is its ability to convey Presence (see Chapter 

2.2). 

 

5.2.9  Timbral Colouration 

Last but not least, no direct indications could be derived from the spectral graphs of the 

dummy head recordings about the nature of the possible timbral colourations of the 

different arrays as outlined in Chapter 2.3. Similar to the suggested further research in 

Chapter 5.2.2, it is proposed that an experimental design with less uncontrolled variables 

should be applied to approach this complex matter, similar as in Robotham et al. (2016, 

p. 2).  
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6.  Conclusion  

In summary, the hypothesis that the arrays in concern will produce recordings that shall 

lead each to an increased perception of specific attributes for all sources tested was 

disproved. 

 

Instead, the outcomes indicate a source-dependent character. When having a look at 

the source-dependencies, the instruments featuring the highest and lowest scores of 

each array could be described based on their frequency content or acoustic envelope. 

As the objective measures gathered in the current experiment did not allow for any 

conclusions regarding this matter and previous research suggests an influence of 

radiation patterns on attribute perception further experiments focussing on this 

phenomenon were suggested. In addition, the following observations have been made: 

 

When collating the listening test results based on their similarity, the obtained pattern of 

their corresponding attributes was either identical or highly correlated with the findings 

of psychoacoustic theories dealing with the correlation of these attributes with regards to 

their auditory perception. This was interpreted as an increase in the validity of the 

listening test results. Furthermore, when having a closer look at possible reasons for the 

deviation of the expected results several hypotheses have been derived:  

 

Firstly, the slightly enhanced HF-content captured by the Hamasaki-Cube could have 

caused a pitch-height effect in the Hybrid and F/R-Array which in turn led to an enhanced 

perception of the attributes Vertical Image Spread, Vertical Image Shift or Vertical 

Frequency Separation. At the same time, the highly decorrelated signals of the 

Hamasaki-Cube might have contributed to the increased perception of Width and 

Naturalness for both, the FR- and Hybrid-Array compared to the Main-Array. This was 

unexpected as the strength of the Main-Array has been claimed to be the conveyance of 

Naturalness. As the main layer of the F/R-Array entails the signals of the Hamasaki-

Cube main layer, the dominance of the F/R-Array compared to the Hybrid-Array for these 

attributes could be explained through the lower decorrelation of its signals in the main 

layer. 

 

Besides, it could be argued that the increased height, distance and directivity of the 

Hamasaki-Cube could have led to a more distinctive capture of early reflections which in 

turn might have caused the high scores for Room Perception, Spatial Balance and 

Distance/Depth for the FR- and Hybrid-Array. In relation to that, it could be assumed that 

the increased directional capture of early reflections by the Hamasaki-Cube presumably 

leading to a higher Spatial Balance might explain the higher scores of the same arrays 
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for Envelopment and Presence, as these attributes have been found depending on the 

perception of Spatial Balance. Another reason for the enhanced perception of Presence 

in the Hybrid and F/R-Array compared to the Main-Array could be traced back to the 

enhanced HF-content in their height signals, which has been claimed to enhance the 

perception of “realism.” Either way, the outcomes for Presence deviated from the 

expectation of the Main-Array conveying the highest perception for this attribute.  

 

Opposed to that the averaged higher scores of the Hybrid-Array compared to the F/R-

Array for Room Perception, Spatial Balance, Distance/Depth, Envelopment and 

Presence could not be explained, as they contradict previous psychoacoustic research 

stressing the importance of the directive capture of lateral reflections for the perception 

of these attributes. In addition to the further research proposed in Chapter 5, an in-depth 

investigation on the influence of lateral early and late reflections in a diffuse field 3D 

recording scenario is therefore suggested.  

 

On the other side, the high importance of Timbre has been confirmed throughout this 

investigation, as positive timbral descriptors have been found strongly linked to 

Preference. Based on previous research indicating the influence of vertical reflections on 

Timbre and Preference, an auditory evaluation using category scaling with more expert 

subjects could give further indications of a possible correlation between the individual 

array parts and their influence on Timbre.  

 

This work has been useful in gaining an understanding of the spatial and timbral 

perception of a Bowles-Array, a Fukada-Tree/Hamasaki-Cube configuration and their 

hybrid version when compared against each other. The report of the different 

experimental techniques and the discussion of their outcomes gave further indications 

on how individual array parts might have contributed to the perception of specific 

attributes. This insight could be seen as a valuable basis for recording engineers 

experimenting with 3D recording techniques for informing some of their decisions. 

Although objective measures could explain only a few results at this stage, the 

contribution of this research can be seen as one of many to be done in order to derive a 

“perceptual 'handbook'” for the manipulation of specific attributes in the realm of 3D audio 

recording techniques.  
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9.  Appendices 

 Conditions for Stereophonic Arrays 

9.1.1  General Overview over the Basic Principles of Stereophonic Arrays 

According to Theile & Wittek the requirements for 3D arrays are the same as in two- and five-

channel stereophony (2011, pp. 2 and 4). These are: 

 

- Signal separation among all channels in order to avoid comb filtering: No signal should be 

present at significant levels in more than two channels 

- Level and/or arrival time differences between adjacent channels to achieve the desired 

imaging characteristics 

- Decorrelation of diffuse-field sound for optimal envelopment and sound quality  

 

The first requirement to provide enough signal separation is strongly related to the effect of 

crosstalk. Crosstalk refers to the signal presence in the third channel, which should be avoided 

as it blurs the image and introduces colouration (Theile & Wittek, 2011; Rumsey, 2008, p. 193). 

Decorrelation of the DF (a reduction of ICC) can be achieved with the help of three parameters 

 

a) Increasing the angle between microphones 

b) Increasing the distance between microphones 

c) Choosing a polar pattern with increased directivity 

 

This seems of particular importance as Griesinger found that ambient signals should be 

decorrelated over the entire frequency range, especially in the low-frequency range as it is the 

basis of envelopment perception (1998, p. 140). 

 

In the decision-making process of choosing suitable arrays and their specific setup it was 

therefore considered important to fulfil these requirements as much as possible. This was done 

mainly through studying the results of previous researches, standard literature explaining the 

behaviours of the arrays in question, as well as through the use of the softwares MARRS (Lee et 

al., 2017b) and the Image Assistant by Schoeps (Schoeps.de, 2018a), which allow the creation 

of ICTD/ICLD and ICCC graphs and localisation curves for custom stereophonic arrays.  

 

ICTD and ICLD graphs convey an idea of the sonic behaviour of stereophonic arrays. A good 

example here fore is the AB technique, which will not show any level differences (being omni 

microphones). Instead, (almost) only time differences are visible between the two microphones 

which leads to a more spacious (more ICTD) but less accurate source localisation (lack of ICLD). 

This can be seen in Figure 9.1.1: 
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Figure 9.1.1: ICTD/ICLD Differences for an 1m Spaced AB Array (Schoeps.de, 2018a) 

 

The XY technique can be taken as an example for the opposite behaviour. It is characterised by 

its superior localisation accuracy but at the same time it exhibits a limited spatial impression due 

to the lack of ICTDs (see Figure 9.1.2). 

 

 

Figure 9.1.2: ICTD/ICLD Differences for a Coincident XY Array (Schoeps.de, 2018a) 

 

ICCC graphs depict the behaviour of the correlation between the two microphone signals, 

whereas 1 means fully correlated and 0 fully decorrelated. Localisation curves, on the other hand, 

visualise the array’s behaviour of producing phantom images between the loudspeakers (based 

on the SRA of the array). Also, for these examples, the two opposite cases of an AB and XY 

technique shall be taken as a comparison in Figures 9.1.3-9.1.6. 
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Figure 9.1.3: (De)-Correlation of an 1m Spaced AB Array (Schoeps.de, 2018a) 

Frequency content above 100Hz is fully Decorrelated (ICCC=0) 

 

 

Figure 9.1.4: (De)-Correlation of an XY Array (Schoeps.de, 2018a) 

 

 

Figure 9.1.5: Localisation Curve of the XY Configuration (Schoeps.de, 2018a) 
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Figure 9.1.6: Localisation Curve of the XY Configuration (Schoeps.de, 2018a) 

 

Both, the Image Assistant and MARRS have been used to get some ballpark comparison of the 

obtained graphs. A general overview of the MARRS application can be seen in Figure 9.1.7:  

 

 

Figure 9.1.7: MARRS Microphone Array Recording and Reproduction Simulator (Lee et al., 

2017b) 

 

In addition, care was taken that the chosen arrays would allow to capture the different temporal 

parts of an acoustical event (direct sound, early reflections, reverb) in such a balance which would 
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allow to achieve the desired conditions for the Main- and F/R-Array comparison. The significance 

of the different sound attributes for a specific spatial impression can be seen in Figure 9.1.8:  

 

 

Figure 9.1.8: Interrelation Between Sound Attribute and Spatial Impression (Theile & Wittek, 

2011, p. 5)  

 

9.1.2  The Importance of Early Reflections in Recording 

As the “spatial impression is the advantages [sic] of three-dimensional multichannel sound 

recording” (Hamasaki & Van Baelen, 2015, p. 3), it makes sense to summarise the role of specific 

sound components on spatial perception and the practical consequences on the design of 3D 

microphone arrays. 

 

Besides the strong dominance of direct sound in a sonic event based on its high influence on 

source imaging and timbre (see Figure 9.1.8), early reflections seem to be of particular interest in 

the context of 3D recordings:  

 

“A single reflection coming in from a specific direction – say, the top-right corner of the 

rear part of the hall – should be reproduced as such; it must not be picked up by the 

'wrong' mikes. This would be the case, for example, when using omnidirectional 

microphones in a room-microphone array [corresponding to the ambience array of the 

F/R-Array in the current investigation]…Perception is particularly stable when the 

reflections come in from the original directions of the upper half space… Therefore, the 

reproduction must be absolutely consistent with a real spatial environment.” (Theile & 

Wittek, 2011, p. 6) 

 

Theile & Wittek got affirmed by Hamasaki & Van Baelen stating that  

 

“the direction of each early reflection and late reverberation has a much more important 

role in creating spatial impression for natural sound recording. Therefore, it is necessary 

to situate the rear and upper microphones in order to catch the reflections coming from 

behind and above a listener.” (2015, p. 3) 

 

Furthermore, Howie et al. observed that LEV seems to increase “if there is adequate spatial 

balance in the direction of arriving reflections.” (2016, p .2) 
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As confirmed by Howie et al., all of this leads to the conclusion that ideally, the microphone 

capsule direction should roughly mirror playback speaker direction. A possible exception can be 

the top front microphones which may need to be angled away from the sound source in order to 

minimise direct sound capture (see Chapter 9.5.5). This does not mean that the microphone 

placement is dictated by the layout and relative distances between reproduction loudspeakers. 

“Rather, microphone placement and optimization should be based on capturing an ideal 

reverberant sound field.” (2016. p. 4) This, on the other hand, confirms the claim of Bowles stated 

in Chapter 2.1 that it is necessary “to keep the height channel information specific to sound 

arriving from above” (2015, p. 5) and also emphasises the importance of ceiling reflections (ibid., 

p. 1).  

 

Accoring to Theile & Wittek, giving special attention to the directions of early reflections during 

the recording process gives the human ear the chance to recognise and understand the reflection 

pattern of a sound event, which is crucial to imaging a spatial environment realistically (2012, p. 

7). Figure 9.1.9 depicts a reflection pattern of a sound event in a schematic way: 

 

 

Figure 9.1.9: Influence of Attributes on Sound Impression over Time (ibid., p. 5) 

(Red; Direct sound, Green; Early reflections, Blue; Reverberation) 

 

Key parameters of reflection patterns include the timing structure in relation to direct sound, levels 

and spectrum, and, as stated above, the horizontal and vertical incidence directions. As already 

visualised in Figure 9.1.8, indirect sound allows for reproducing the recording space, whereas the 

relation between direct and indirect sound determines the spatial attributes of a sound event (ibid., 

p. 6).  

 

Early reflections (occurring at a delay of 15 to 50 ms) play a key role in spatial hearing and are 

most important as they affect the perception of distance, depth, and spatial impression and thus 

deserve special attention when it comes to recording (ibid.). The importance of early reflections 

on spatial impression and the influence of the microphone array on their capture can be seen as 

a possible reason why there seems to be a common sense about the importance of capturing 

ambient sound from specific directions of the recording space, as could be seen above.  



 

95 

Apart from this, when studying the setups of the different studies it was observed that great care 

was taken to capture lateral (early) reflections. Originally their importance for the perception of 

spatial impression has been shown by Barron who found “that the degree of spatial impression is 

probably related to the ratio of lateral to non-lateral sound arriving within 80msec of direct sound.” 

(1971, p. 1) The influence and importance of lateral sound energy and reflections for spatial 

impression in terms of LEV was later confirmed by Hanyu et al. (1999). 

 

A practical implication of this can be seen in investigations such as Exploratory microphone 

techniques for three-dimensional classical music recording by Howie & King where both, the main 

and the height layer contained cardioid microphones oriented 90°away from the sound source, 

aiming straight to the side-walls as can be seen in Figure 9.1.0. When evaluating the recording, 

they found that the lateral channels of their main layer seemed to increase envelopment, even if 

it didn’t contain enough diffuse decorrelated information (2015, p. 4).  

 

 

 

Figure 9.1.10: Microphone Arrays Top View (ibid., p. 3) 

 

However, as could be seen in Figure 9.1.8, it is not only the early reflections (including the lateral 

early reflections) contributing to the spatial impression, but also the reverberation. Reverb 

becomes important when dealing with the attribute of envelopment, as early reflections would not 

contribute to its perception (see Figure 9.1.8). As can be seen in Figure 9.2.2, different arrays will 

produce different reflection patterns when listening to the recording of the same acoustic event in 

the sweet spot of the loudspeaker setup. Therefore, it is important to understand what the 

possibilities and limitations of different array systems are when it comes to spatial impression 

(early reflections) and envelopment (reverberation).  
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9.1.3  Useful Tools: Acoustic Pressure Equalisers / Diffraction Attachments 

 
“The diffraction attachment emulates the directional characteristics of the famous Neumann 

M50 microphone, which features a small diaphragm placed in an acrylic sphere, and exhibits 

a cardioid polar pattern in the upper mid and high frequencies, while remaining 

omnidirectional in the lower range. One example of these attachments is the Schoeps KA40 

for the MK 2H microphone.” (King et al., 2016, p. 2) 

 

APEs (see Figure 9.1.11) increase the microphone directivity in the “presence range” between 1 

and 4 kHz (Schoeps.de, 2018b) and thus offer an improved channel separation and localisation 

accuracy. These are some of the main reasons Morten Lindberg would use them in his 2L-Cube 

(Lindberg, 2015, p. 15).  

 

In the context of a Main-Array, the diffraction attachments for the backward facing surround omnis 

allow them to be placed closer to the source due to their increased directional behaviour in the 

HF content, and thus allow to capture “a more dynamic and therefore interesting ambient 

program. Many engineers have adopted this method, although several other techniques have 

been developed and used with equal success.” (King et al., 2016, p. 2) 

 

 

Figure 9.1.11: Schoeps MK2H Omnidirectional Microphone with a KA40 Diffraction Attachment 

(ibid.) 

 

9.1.4  Order of Procedure when Choosing the Setup  

At this point the question arises in what order each of the parameters of an array should be 

analysed in relation to the characteristics of the sound source and its acoustic environment. 

Williams proposes the following order (2010, p. 15):  
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1) Studying the frequency response curve of a microphone especially with regards to the 

bass response in relation to the directivity of the microphones (referring to the increasing 

LF roll-off of directional microphones) 

 

2) Position of the microphone system, optimised for the best possible D/R ratio and balance 

between the individual sound sources (the arrays proposed by Williams belong to the 

category of the Main-Arrays, explained in Chapter 2.2) 

 

3) Stereophonic sound image: The SRA is chosen according the sector occupied by the 

sound source 

 

4) Angular distortion: not applicable, as the source is a single instrument placed in the centre  

 

5) Mono/Stereo computability: not applicable, as for stereo a separate AB array is used, and 

the likelihood of the recorded material needed in mono is negligible 

 

 Justification of the Chosen Arrays  

9.2.1  Main-Array 

Main Layer 

The wide A/B was taken as a first basis to start with and uses 9 omnidirectional microphones, one 

microphone for each channel, placed according to the Auro-3D speaker configuration, as shown 

in Figure 9.2.1. There are several reasons speaking in favour of this configuration in the current 

context: 

 

Firstly, omnidirectional microphones have been preferred consistently as a main system for 

classical music recording (King et al., 2016; Bowles, 2015, p. 5; Hamasaki & Van Baelen, 2015, 

p. 4). The reason for that is mainly related to the tone colour, as an omni-directional microphone 

has much more richness in the low frequency range compared with a cardioid microphone (ibid.).  

 

Figure 9.2.1: (Wittek, 2018)  
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Secondly, the increased amount of reverb of this setup is supposed to enhance the perception of 

envelopment (see Figure 9.1.8), although at cost of localisation accuracy and the impression of 

depth (Theile & Wittek, 2011, p. 10). The reason can be seen in Figure 9.2.2, depicting the 

reflection patterns of two different arrays in the sweet spot of an Auro-3D speaker array (see 

Chapter 2.1). The OCT setup was designed to optimise the channel separation. Its configuration 

consists exclusively of directional polar patterns and thus takes the directionality of early 

reflections into account (see Chapter 9.1.2), resulting in a clear pattern with separated groups of 

early reflections which is necessary for the perception of depth, and spatial impression (see Figure 

9.1.8 and Chapter 9.1.2). The large AB, on the other hand, does not provide a clear pattern of 

early reflections in its capture as can be seen in Figure 9.1.8. In turn, the reverberant contribution 

starts soon (compared to the OCT-array, as depicted).  

 

 

Figure 9.2.2: Reflection Patterns of AB and OCT Microphone Arrays (Theile & Wittek, 2011, p. 

10).  

 

Theile & Wittek describe this phenomenon the following way:  

 

“[In the AB setup] obviously, there are hardly any utilizable discrete reflections, and reverb 

builds up very quickly. Even the direct signal has a wide and reverberant character; 

however, this may actually be desired: Recording in long-reverb spaces where the 

diffuse-field (the envelopment) dominates the listening experience – for example, in a 

church – results in a great surround sound; presence and imaging stability can still be 

enhanced using spot microphones. Achieving a degree of imaging, depth, and distance 

perception corresponding to the recording room will definitely not be achieved.” (ibid., p. 

11) 
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This was confirmed by Riaz et al., stating that  

 

“the combination of spot microphones and individual position A arrays [including an omni 

rig] works well to aid localisation of individual sound sources and capture more of the 

room’s ambience inducing a greater sense of the recording space.” (2017, p. 5) 

 

Also regarding the factor of DF-decorrelation for achieving the perception of envelopment (see 

Chapter 9.1.1), this array has some advantages:  

 

“Regarding recording/reproduction of diffuse sound such as reverberation, the largely 

spaced A/B ensures maximum de-correlation [sic] even at the low frequencies and thus 

supports natural immersive perception of the surrounding ambience.” (Theile & Wittek, 

2012, p. 15) 

 

This is worth mentioning as the Main-Array will have to provide sufficient decorrelated diffuse 

sound, as there is no separate ambience array providing diffuse sound only. As the recording 

took place in a church where the reverb dominates the listening experience, the addition of spot 

microphones in a three-dimensional omni setup to improve localisation was found to work well 

(Riaz et al., 2017, p. 5), and a largely spaced AB setup provides a maximum LF decorrelation, 

this setup was considered worth considering as a first basis. Furthermore, widely spaced AB 

techniques were also genuinely preferred in an informal microphone array comparison at the 

ICSA 2011 (Zielinsky, 2018). 

 

This 9-channel omni array, on the other hand, can be considered as the basis for Morten 

Lindberg’s 2L Cube, which can be seen in Figure 9.2.3 and 

 

“is really a direct consequence of the speaker configuration in the AURO 3D playback system. 

Time of arrival, SPL and on-axis HF texture is directly preserved in this 5.1.4 or 7.1.4 microphone 

configuration. Proportions are cubical and the dimensions could vary from 120 cm for a large 

orchestral array down to 40 cm in an intimate chamber musical context. I always use omnis in the 

Main-Array. But depending on the room, the music and the instruments I alternate between the 

DPA 4003 and the 4041 with the larger membrane, the latter providing a more focused on-axis 

texture.” (Lindberg, 2015, p. 15) 
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Figure 9.2.3: 2L-Cube by Morten Lindberg (Lindberg, 2018a) 

 

As could be seen in Figure 9.2.3, Lindberg takes advantage of APEs, whose advantages are 

described in Chapter 9.1.3. 

 

The common basis of these two approaches, being omni based with the additional option of using 

APEs (Lindberg) to achieve increased HF directionality for localisation and an improved signal 

separation as demanded by Theile & Wittek (see Chapter 9.1.1) led to further considerations in 

the direction of a Bowles-Array which will be introduced in the next section.  

 

The Bowles-Array (see Figure 9.2.4), was taken in consideration as it would allow to combine all 

the different requirements discussed so far in one array. Firstly, it consists of for four 

omnidirectional microphones and depending in the size of the source and the and/or the desired 

imaging, a directional microphone can be used for the centre channel. This is important to mention 

as in case of a Main-Array there are arguments against a centre microphone, as it further 

complicates ICLD and ICLT relationships between the front channels with possibly negative 

consequences on dynamics and timing (Faulkner, 2019b) and the danger of narrowing the frontal 

image:  

 

“It is relatively difficult to use the center microphone to obtain adequate sound image 

localization in the frontal sound field compared with an ordinary two-channel stereo 

microphone. It is necessary to adjust the level of the center microphone carefully to find 

the point of compromise between stereo image width and sound image localization.” 

(Hamasaki & Van Baelen, 2015, p. 3) 
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Furthermore, it is much easier this way to obtain the desired channel separation in the front 

channels as the distance between the mikes is increased. Also, it adds another interesting factor 

to the comparison, as the FR approach entails a centre channel. Another difference to the wide 

AB and 2L-cube is the increased spacing of the surround microphones compared to the front pair. 

Similarly, this increases the DF-decorrelation, being another important requirement for the 

ambience part of stereophonic arrays to achieve an increased impression of spaciousness (see 

Chapter 9.1.1). 

 

 

Figure 9.2.4: Bowles-Array (Roginska, & Geluso, 2018, p. 239) 

 

As omnidirectional mics become more increasingly directional past 1 kHz, the microphones of the 

main layer are angled downwards to 30-45° (Bowles, 2015, p. 5). The height channels are 

directional, either supercardioid (Roginska & Geluso, 2018, p. 238) or hypercardioid (ibid., p. 6) 

to overcome the possible problems when using omnis as height microphones.  

 

“The height layer was designed to capture sound reflections coming from the ceiling and 

higher areas of sidewalls. Therefore, the [height layer of the] array points 30° upward from 

the horizontal plane, rather than pointing the microphone’s axes directly above… This 

way the front two height microphones pick up a higher concentration of front ceiling and 

high wall reflections. Similarly, the two rear height microphones pick up more of the rear 

ceiling and high wall reflections. Like other microphone arrays that capture height 

information, the distance between the main and height will vary.” (Sungyoung Kim as in 

Roginska & Geluso, 2018, p. 238) 

 

Furthermore, the height microphones are angled outward to provide a better separation between 

left and right height channels, resulting in a wider image in the height layer, which helps to define 

the height layer as distinct from the main layer (Bowles, 2015, p. 6).  

 

All these aspects seemed to take into account many of the requirements mentioned in Chapters 

2.3 and 9.1.1.: The possibility of vertical coincident spacing, the increased channel separation 

and DF-decorrelation for the ambient sound through the use of directional mikes and the 
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increased rear spacing, increased channel separation at the front (stereo instead of LCR), the 

necessary separation between the main and the height layer through the use of directional height 

channel microphones (compared to an omni only setup), the directional capture of lateral early 

ceiling reflections (also due to the directional pattern), and last but not least the use of omni 

microphones in the main layer for a preferred frequency response. 

 

A compromise was made, however, when choosing cardioid microphones for the height layer: 

The high level of rear sound rejection of the cardioids allows for placement and angles in favour 

of ambient sound capture, and their directionality allows for an increased decorrelation between 

the ambient signals. Furthermore, cardioids are less prone to LF loss than the originally used 

hypercardioid or supercardioid microphones, whereas the supercardioid pattern is used already 

in the Hamasaki-Cube (see next Chapter), and allows a certain degree of comparison. At the 

same time Howie et al. claimed that a certain degree of LF roll-off is desirable as this would 

increase the pitch height effect (2016, p. 4). Bowles, on the other hand stated the problem of 

“excessive low-frequency presence in the height layer, making those sound sources poorly 

localized” (2015, p. 5) and mentioned the issue of comb-filtering, similarly to Lee & Gribben 

(2014).  

 

Further reasons against using an omnidirectional pattern for the height layer like in the wide AB 

or 2L-Cube are that firstly it is undenied that direct sound in the height channels has to be 

suppressed sufficiently (see Chapter 9.5.3). Also, while it was claimed, that the omnidirectional 

height microphones provided a “rich, even room sound” (King et al., 2016, p. 2), the same authors 

noted that they  

 

“contained too much direct sound and not enough decorrelated or diffuse sonic 

information. This was especially noticeable in the 2 front height channels, which had a 

tendency to 'pull' certain elements of the image up toward the higher ring of loudspeakers 

as the signal was raised in level.” (Howie & King, 2015, p. 3) 

 

In any case, omnidirectional microphones would never reach the desirable minimum of 9.5dB 

ICLD to achieve the localisation threshold in a coincident placement, as two coincident omnis 

display no ICLD. Therefore, comb-filtering and image shifts would be expected (see Chapters 

9.5.3 and 9.5.4).  

 

The compromise of an omni microphone with diffraction attachments was considered but no 

official listening test has been conducted so far to find out whether there is any preference for the 

“omni plus attachment” or cardioid pattern for the height layer microphones. Informal comparisons 

suggest that the “omni plus attachment” solution sounds more natural and even in timbre with a 

sufficient amount decorrelation from the direct sound, whereas the cardioid pattern seemed to 

provide more control over the vertical image (King et al., 2016, p. 4).  
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As the height channels need to be balanced fairly high in the mix to have enough impact (see 

Chapter 2.1), an omni-directional mic was not considered suitable for the height layer, especially 

in combination with the vertical coincident placement as the pattern is still omnidirectional up to 

the HF range. The option of an “omni plus attachment” seemed still way too much of a risk for 

uncontrolled direct sound capture, which would limit the possibilities of comparisons and 

combining the two approaches during the mix to a big extent. Also, based on the explanations in 

Chapter 9.5.3, rejection of direct sound in the height channels gives more freedom in mixing, 

regardless of following a main or F/R-Array approach. As the Main-Array has no possibility to 

change the D/R ratio in the main layer (unlike the applied F/R-Array approach described in the 

next Chapter), it was considered important that at least the height channels would provide enough 

flexibility during the mixing stage. For all these reasons, the choice fell on the cardioid pattern for 

the height layer in the Main-Array.  

 

9.2.2  F/R-Array  

The foundation for the FR was mainly the study An Informal Comparison Between Surround-

Sound Microphone Techniques by Kassier, Lee, Brookes and Rumsey, comparing different 

combinations of front and back arrays for their preference (2005). Although this study investigated 

the preference of surround arrays and not 3D arrays, it was considered as a useful basis for 

further decisions, as 3D arrays are based upon surround arrays. The arrays in question were the 

Fukada-Tree, OCT, INA-3 and a near coincident technique for the front, and the IRT-Cross, 

Hamasaki-Square, a dummy head and a spaced two-channel cardioid technique for the back. It 

turned out that there was a clear overall preference for the Fukada-Tree for the front, and the 

Hamasaki Square for the back, as can be seen in Figure 9.2.5:  

 

 

Figure 9.2.5: Overall Preference of all Subjects and all Programme Items (ibid., p. 11) 

 

The setup of the Fukada-Tree and Hamasaki Square in the mentioned study can be seen in 

Figures 9.2.6 and 9.2.7. They have been spaced 7m apart from each other (ibid., p. 7):  
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Figure 9.2.6: Fukada-Tree in Kassier et al. (2005, p. 3) 

 

 

Figure 9.2.7: Hamasaki Square in Kassier et al. (2005, p. 6) 

 

As can be seen in Figure 9.2.5, the dummy head and the IRT-Cross are missing. The authors’ 

initial informal listening tests showed that only a surprisingly small difference in perception could 

be noticed between the Spaced Cardioid technique and the dummy head, as well as between the 

IRT-Cross and the Hamasaki Square. It was therefore decided to reduce the number of rear 

techniques involved in the test to one two-channel technique (Spaced Cardioid) and one four-

channel technique (Hamasaki Square). Anyway, the IRT-Cross may not have been the most 

appropriate solution in this context: Holman states that there is the limitation that “some direct 

sound will reach especially the front facing microphones and pollute its use as a pickup of 

principally reverberation” (Holman, 2008, p. 93), which, in that case would defeat the purpose of 

its use as an ambience array. This was confirmed by Theile, who suggests that “this array 

[Hamasaki-Square] is a better option for achieving good spatial impression compared to the IRT-

Cross.” (Kassier et al., 2005, p. 6) 

 

In summary, there was a general consensus amongst the subjects of the study that the Fukada-

Tree provided a natural distance to the recorded sources, an appropriate source width, a balanced 

spatial context, timbral balance and an increased low frequency extension of the tested front 

arrays. The Hamasaki Square, on the other hand, seemed preferred, as it blended the ambience 

from the rear with that from the front and was more coherent, produced wider sources, was more 
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enveloping and exhibited less phase issues. All these attributes have been defined according to 

Rumsey’s scene-based paradigm (Kassier et al., 2005, p. 13). 

 

Considering these statements and the clear overall preference of the Fukada-Tree (see Figure 

9.2.5) it was decided to further investigate the technique of the Fukada-Tree. Further 

considerations related to the Fukada-Tree have been made taking into account that the array at 

the back will be the Hamasaki-Cube configuration. The Hamasaki-Cube was chosen on the basis 

of the strong preference over all subjects and items of the Hamasaki Square in the mentioned 

study (see Figure 9.2.5). It is an extended version of the Hamasaki Square, with four additional 

supercardioid height microphones, placed in a square on top of the Hamasaki Square, thus 

creating a cube (Hamasaki & Van Baelen, 2015, p. 4).  

 

The Fukada-Tree is based on a Decca Tree, using cardioids instead of omnis “to reduce the 

amount of reverberant sound pickup by the front mikes.” (Rumsey, 2013, p. 197) In the context 

with the Hamasaki-Cube, this seemed to be of major importance, as the Hamasaki-Cube does 

not provide any localisation cues, since it is especially designed to reject direct sound (as 

explained later in this Chapter), and direct sound, as could be seen in Chapter 9.1.1 plays a major 

role also regarding other parameters in an auditory event (see Figure 9.1.8). However, care has 

to be taken when using Main-Arrays consisting only of cardioid microphones: Firstly, their pickup 

exhibits a lack of LF content compared to omnis and the need to compensate for this was stated 

by Hamasaki & Van Baelen:  

 

“An omni-directional microphone has much more richness in the low frequency range 

compared with a cardioid microphone. When directional microphones are used for 

recording multichannel sound, it is necessary to have a supplementary means of making 

up for the loss of energy at low frequencies.” (Hamasaki & Van Baelen, 2015, p. 8) 

 

Secondly, it was found by Luthar and Maltezos, that  

 

“using only the KM140’s [cardoid] as the LCR microphones caused an auditory 

disconnect between the height channels and the horizontal sound stage, which was not 

found when the LCR were either all omnidirectional or with a cardioid in the center. The 

use of only cardioids had a tendency to flatten the frontal image and the sound was 

perceived as more aggressive and lacking any sense of 'air'… The positive effect of the 

height channels was minimized, however, when the LCR configuration was all KM 140s.” 

(2015, pp. 3 & 4) 

 

It must be noted, that the setup of Luthar & Maltezos did only consist of the Main-Array approach 

(three microphones at the front, two omnis at the back, and four omnis for the height layer). 

Therefore, it did not include a separate ambience array at the back which could have been used 

to even out certain balance issues in the perception of ambience through the routing of ambient 

sound into the front channels which have been the ones being “aggressive and lacking air.” 



 

106 

Nevertheless, combining these statements this means that when using the Fukada-Tree as a 

front array, entailing three cardioid microphones, a way has to be found to  

 

a) Compensate for the lack of LF content 

b) Compensate for the possible lack of “air” and reducing “aggressiveness” to avoid a 

perceived separation of the main and height layers 

 

Luckily, further investigations revealed that both, the Fukada-Tree and the Hamasaki method 

provided means to reduce these issues: Firstly, “the widely spaced outer pair [of the Fukada-

Tree] should produce a large interchannel time difference, providing a good sense of 

'spaciousness' and 'openness'…” Kassier et al., 2005, p. 3)  

 

Before proceeding further it should be mentioned that there is an extended version of the Fukada-

Tree being a surround array with separate treatment of front and rear. As can be seen, the Fukada 

surround configuration would normally entail two backward facing cardioids for the surround 

channels. However, according to Holman it can also be completed with an IRT-Cross or a 

Hamasaki-Square instead (Holman, 208, p. 94). Either way the Hamasaki-Square achieved much 

better scores than the spaced cardioid approach in Kassier et al. (2005), which was one of the 

main reasons it was chosen to replace the cardioid pair.  

 

Secondly, the Fukada surround array provides further options through the use of additional omni 

microphones, as can be seen in Figures 9.2.8 and 9.2.9: 

 

“Omni outriggers are sometimes added [to the Fukada-Tree] as shown, typically panned 

between L-LS and R-RS, in an attempt to increase the breadth of orchestral pickup and 

to integrate front and rear elements.” (Rumsey, 2013, p. 197)  

 

 

Figure 9.2.8: Fukada-Tree According to Rumsey (2013, p. 196) 
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Figure 9.2.9: Fukada-Tree According to Theile (2001, p. 18) 

 

Thirdly, when having a closer look to the Hamasaki approach in Figure 9.2.10, a similar extension 

can be noticed: Instead of the square only, Hamasaki proposes as well a front array, consisting 

of three cardiods (and a baffle), and as well two additional omnis, similar to Fukada. In this case 

though the omnis do not serve the purpose to be panned between the front and surround 

channels. They are mainly added to compensate for the lack of LF content (as stated previously 

Hamasaki himself declared the need to do so). “These omnis are low-pass filtered at 250Hz and 

mixed with the left and right front signals to improve the LF sound quality.” (Rumsey, 2013, p. 

197) Similarly, Theile proposes additional low-pass filtered omnis in his OCT array, although at 

100Hz and routed to the front left and right, whereas the centre channel would be high-pass 

filtered above the same frequency (ibid, p. 199).  
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Figure 9.2.10: Hamasaki Surround Sound Recording Array (Rumsey, 2013, p. 198) 

 

Last but not least, the Hamasaki approach has the advantage of entailing another ambience array 

in addition to the back spaced cardioids, which offers further possibilities in mixing to work against 

“the lack of air” and to even out the ambient sound between the front-back and main-height areas. 

This is necessary as in the Hamasaki approach the low-pass filtered omnis are used for providing 

LF content in the front channels and thus don’t contribute much to the perception of “air” as this 

association related to frequency content above 10 kHz (Izhaki, 2018, p. 219). Therefore,  

 

“the pair of microphones furthest towards the front [of the Hamasaki-Square] are [sic] 

routed to channels L and R or panned between L-Ls or R-RS. The degree of L-LS or R-

RS panning is dependent on the amount of desired spatial information in the front 

loudspeakers, and also seems to rely on the headroom of spatial image in the front array 

that is used in combination.” (Kassier et al., 2005, p. 6) 

 

Nevertheless, care must be taken when routing these signals into the L/R channels as high levels 

of ambience sound will reduce the localisation accuracy (Riaz et al., 2017, p. 5) which would 

defeat the purpose of having cardioid microphones in the front array.  
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Regarding the need to convey an adequate impression of the room the importance of capturing 

early reflections from specifically above (ceiling reflections) and the sides (lateral reflections) was 

stated in Chapter 9.1.2. In the Hamasaki-Cube this is perfectly realised as the four bi-directional 

microphones are pointing straight to the side walls and the four supercardioids straight up to the 

ceiling. Additional lateral early reflections will be captured by the Fukada-Tree through the off-

axis angle of 90° aiming towards the side walls. This allows at the same time for a more focused 

centre image within the LCR arrangement. Apart from capturing the preferred directions of early 

reflections, the Hamasaki-Cube allows for a maximal rejection of direct sound, which on the other 

hand greatly improves the flexibility during the mixing stage. 

 

This optimised capture of ambient sound becomes even more important considering that in the 

case of the Hamasaki-Square the channels will be routed not only to the height and surround 

channels, but to all channels except the front centre. Holman affirms this when saying that “all 

directions are helpful in the production of the feeling of envelopment, so reverberation returns and 

multichannel ambiences should apply to all of the channels, with uncarrelated sources.” (2008, p. 

188) The requirement of uncorrelated channels for ambient sound capture has been discussed 

in Chapter 9.1.1 and is considered fulfilled in this setup.  

 

 Justification of the Microphone Choice 

9.3.1  Small or Large Diaphragm Microphones? 

For the justification and fairness of a comparison, it was considered important to use microphones 

of one sort for the whole experiment, either small or large diaphragm, to allow for some sonic 

consistency. Although the better signal to noise ratio of large diaphragms would be especially 

advantageous for the application for a distant pickup of ambient sound where the average sound 

level is low (Holman, 2008, p. 74), the overall characteristics of small diaphragms was in their 

favour for the intended setup. This especially includes their better off-axis frequency response in 

terms of less colouration (Bartlett, 2017; Holman, 2008, p. 94;) and the consistency of their pickup 

patterns (consistent directionality across the frequency spectrum) which LDCs lack, and their 

overall flatter frequency response (Bartlett, 2017). The factor of the off-axis colouration plays a 

big roll in this setup as the majority of the microphones are placed in a considerable off-axis 

position and the resulting colouration could impact the consistency of the comparison between 

the arrays. In that respect, the main reason for placing the microphones off-axis in this setup is 

the reduction of direct sound. The effectiveness of this approach is strongly linked to the pickup 

patterns, meaning that the consistency of the directionality of the chosen polar patterns is 

essential. Besides that, the problems of a mix of small and large diaphragm mikes in the context 

of a comparison were raised by Kassier et al. (2005, p. 13). All these considerations lead to the 

decision to aim for a small diaphragm only setup.  

 

9.3.2  Microphone Brands and Models 

In a classical or acoustic source context it can be said that  
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“the most four most commonly used brands in commercial recording are DPA, Neumann, 

Schoeps, and Sennheiser. These companies have been in the business of designing 

microphones for use in main systems for a very long time.” (King, 2017, p. 41) 

 

Apart from that, the microphones chosen for the setup of this experiment can all be considered 

as industry standards in the context of acoustical recordings, as they consistently reappeared in 

the AES publications and books listed in the reference list and bibliography.  

 

 Justification of the Microphone Placement 

This chapter aims to justify any microphone spacings or angles, which are not already dictated 

by the specific array types themselves, which are explained in Chapter 9.2.  

 

9.4.1  Main-Array 

Vertical Spacing (coincident) 

A detailed explanation for the use of a vertical coincident placement for the mikes for the height 

channels can be found in Chapter 9.5.4. However, summarised the reason can be found in the 

comb-filtering that occurs when direct sound is present in the height layer of a vertically spaced 

array, whereas no spectral magnitude reduction is caused by the addition of the coincident layer 

to the main layer. As the proximity of the height microphones to the source would lead with great 

chance to the presence of direct sound in the height channels this placement follows Lee & 

Gribben’s suggestion of a vertical coincident placement since “vertical interchannel crosstalk is 

inevitably present.” (Lee & Gribben, 2014, p. 882) 

 

Array Placement  

The following statement summarises the difficulties of the optimal Main-Array configuration and 

its placement (for the position of the current array please see floorplan, Chapter 9.6.4): 

 

“The fixed positions and polar patterns of the front and rear microphones would result in 

an inevitable compromise between the representation of optimised directional images 

and spatial or room impression. For example, the front triplet should be optimised not only 

with respect to the recording angle of direct sound from the front but also with respect to 

the balance of direct and indirect sound intensity in conjunction with the rear microphones. 

In addition, the position and directivity of the rear microphone array should not be decided 

exclusively for the characteristics of the ambient sound, but also for the suppression of 

the direct sound due to the relatively short distance between the front and the rear 

microphones.” (Kassier et al., 2005, p. 2) 

 

Besides that, the array should be placed within the reverberant radius (critical distance) to capture 

enough direct sound (Griesinger, 1999, p. 28). As preliminary measurements of the church have 

been taken, an approximate volume was calculated on 5260 cubic metres. RT60 was measured 

with an audio analyser and found to be 1.41 seconds (the proximity of the audio analyser to the 

sound source was 2 metres for that value, thus simulating a possible placement of a Main-Array). 
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Therefore, when assuming γ to be around 0.5 (semi-directional), the critical distance of the room 

was calculated to be 2.46 metres (= 0.057 √((γV)/RT60) = 0.057 √((0.5x5260m3)/1.41s)). 

Needless to say, this calculation only served as a reference to make an informed decision 

regarding the placement of the Main-Array. The outcome of this estimation shows that the 

placement of the Main-Array as depicted in the floorplan is fully within the critical distance.  

 

Microphone Spacings  

“The basis of most of these [five-channel main microphone] arrays is pair-wise time-

intensity trading… usually treating adjacent microphones as pairs covering a particular 

section of the recording angle around the array and possibly hoping that the signals from 

the other microphones will be either low enough in level or long enough delayed not to 

affect the image in the sector concerned too much.” (Rumsey, 2013, p. 191) 

 

As stated in Chapter 2.2.1, the Main-Array can be considered as one compact system, which 

often aims to provide a 360° capture. Michael Williams developed the concept of critical linking. 

Critically linked arrays show no overlap of SRAs (Williams & Le Dû, 2010). Following this 

procedure, the first step was to determine the optimal microphone spacing between the front 

microphones, based on the source size, the desired imaging and the acoustic space, as 

suggested by Bowles (2015, p. 5). A valid starting point seemed to be a L/R distance of 67cm as 

“that gives fairly decent in-phase coherent information from the centre of the image and gives a 

wide enough ambience that it sounds believable on its own.” (Faulkner n.d.; Simmons and 

Faulkner, 2016) 

 

In a next step the MMAD software (Williams, 2009) was used to define the distance between the 

front and rear microphones, the two rear microphones, and all the angles. The following solution 

could be found, which according to Williams should ensure critical linking without applying any 

offsets (Williams & Le Dû, 2010): 
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Figure 9.4.1: Critical Linking according to Williams (2009) 

 

Angle between the Main and Height Layer Microphones 

The importance of reaching an ICLD of 9.5dB (localisation threshold in a coincident setup) 

between the main and height layer microphones is explained in detail in Chapter 9.5.5. The 

necessary angle to achieve this with an omni main layer and a cardioid height layer in a vertical 

coincident setup was supposed to be around 120° (Lee, 2019). However, when doing a 

preliminary test session to ensure a sufficient ICLD between the main and the height layer (see 

Appendix Chapter 9.6.2), it was found that 110° would also be sufficient. The angle of 110° was 

found to allow for angles which could cope better with Bowles’ demands regarding the axis of the 

microphones (see Chapter 9.2.1). 

 

9.4.2  F/R-Array 

Fukada-Tree  

According to Holman the setup of this configuration has specific distances and angles (2008, p. 

94), although different authors declare slightly different distances. The following section provides 

a short overview on the basic considerations when deciding the microphone placement for the 

Fukada-Tree. Holman declares a distance between the two outer cardoids of six feet, and a 

distance of five feet to the frontal centre mic from the centre of this line, which is similar to the 

suggestion of Theile (see Figure 9.2.9). Kassier et al. applied similar spacings as can be seen in 

Figure 9.2.6, leading to a SRA of 108° (2005, p. 3). Rumsey, on the other hand, suggests an 

equilateral triangle of around 1 meter to each side (see Figure 9.2.8).  
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In addition to that, “the configuration of the tree can vary depending on the hall´s acoustic 

characteristics, while the microphone intervals may be changed conforming to the orchestra´s 

[source] size and formation.” (Theile, 2001, p. 18) 

 

Concerns about the Fukada-Tree have been raised based about the fairly long distances between 

each microphone. According to Kassier et al.,  

 

“there is a potential problem in localisation of sound sources, as there is a strong 

precedent effect triggered between L&C, or C&R... Therefore, it is difficult for the Fukada 

Tree to achieve a balanced distribution of the phantom sources although there are three 

solid localisation areas…” (2005, p. 3) 

 

However, since in the current recording the source is not an ensemble, but a solo source placed 

centre, this concern was thought to be of minor importance. Apart from that, “comments tended 

to indicate that subjects believed localisation was good in the Fukada Tree” (ibid., p. 13), including 

ensemble items. 

 

Referring to Howie et al., one might also consider placing the Front Main-Array (within the FR-

Array) somewhat closer to the source than typical for a stereo only recording to minimise the 

ambient sound capture (2016, p. 4). As can be seen in the floorplans (Chapter 9.6.4), this was 

put into practice.  

 

Main-F/R-Array Distance 

Lee & Gribben suggest that the Hamasaki-Cube should be situated “beyond the critical distance 

of a large recording venue, where the D/R ratio is below 1, in order to capture diffused sound 

mainly.” (2014, p. 882) As described in Chapter 9.4.1, the critical distance of the space was 

estimated on 2.46 metres. Therefore, as can be seen in the floorplan (Chapter 9.6.4), the 

Hamasaki-Cube can be considered to be placed past the critical distance in the current setup. 

Furthermore, the 3:1 rule can be applied, as there are two different microphone systems in action. 

According to King, in such a combination of two different systems, the more distant system should 

be placed at least three times the distance to the source than the closer system to minimise comb-

filtering (2016, p. 75). In addition to that, it has to be taken into account that  

 

“the further the rear array is from the recorded sources, the more early reflections, the 

higher the reverberant-to-direct ratio and the higher the density of reflections. However, 

at least 10dB suppression of the direct sound is required in the rear channels versus the 

front channels [in techniques with front rear separation].” (Kassier et al., 2005, p. 2) 

 

At the same time a spacing between microphones above 10m should be avoided according to 

Rumsey, as the precedence effect is breaking down for distances exceeding that value, which 

will result in audible echoes (2013, p. 174). As before, all these considerations have been taken 

into account in the current setup. 
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Hamasaki-Cube 

The following description by Holman outlines the placement and the aspects of the Hamasaki-

Square, which forms the main layer of the Hamasaki-Cube:  

 

“The Hamasaki-Square array is another setup useful in particular for hall ambience. In it, 

four bidirectional mikes are placed in a square of 6-10 ft on a side, with their nulls facing 

the main sound source so that the direct sound is minimized, and their positive polarity 

lobes facing outwards. The array is located far away and high up in the hall to minimize 

direct sound [or, in other words to obtain the maximum ratio of reverberant to direct 

sound]. The front two are routed to L and R and the back two are routed to LS and RS. 

Side-wall reflections and the side component of reverberation are picked up well, while 

back wall echoes are minimized.” (Holman, 2008, p. 93) 

 

Originally, the suggested distance by Hamasaki for his square was 1m between each microphone 

but based upon calculations and subjective listening tests that suggestion was adjusted to 2-3m 

(Kassier et al., p. 5). Hamasaki claimed that the distance to provide enough low frequency 

decorrelation above 100Hz between two omni mikes in the reverberant field has to be at least 2m 

(ibid.) while Griesinger (1999, p. 44) and Rumsey (2013, p. 197) have suggested a distance 

greater than reverb radius of the recording venue. Furthermore, Hamasaki conducted a subjective 

listening test to compare the spatial impression between each pair with a distance of 1m, 2m and 

3m. It was found that most listeners preferred the spacing of 3m to 2m and 2m to 1m (ibid.). Based 

on this and the findings of Rumsey & Lewis proposing a distance between rear microphones 

between 3 and 4m (2002), a spacing of 3m was considered to be a valuable starting point.  

 

In summary, it can thus be said that the spacing of 3m, as applied, considers all these aspects. It 

even considers the demands of Griesinger and Rumsey, as the microphones are placed further 

from each other than the critical distance of the room (2.46m)  

 

Opposed to the Main-Array approach the vertical spacing in the Hamasaki-Square has not been 

found of any major concern regarding comb-filtering as “the issue of comb-filtering is not serious 

for diffused ambience signals” (Lee et al., 2014, p. 7), as explained in detail in Chapter 9.5.4. 

Based on the possibilities provided by the microphone stands, the height layer of the Hamasaki-

Cube was set to 5m, and the main layer to 3m.  

 

Regarding the SRA of the Hamasaki-Cube it can be said that its primary function is “to capture 

as much indirect sound as possible” (Hamasaki & Van Baelen, 2015, p. 4). This configuration is 

thus not intended to convey any kind of localisation cues or (phantom) source images. Neither is 

it the aim of the F/R-Array approach to create phantom images over 360° as stated in Chapter 

2.2.1. Therefore, the parameter of the SRA was not taken into account for the Hamasaki-Cube. 
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 Psychoacoustics 

9.5.1  Horizontal and Vertical Aural Perception / ICLD, ICTD, ICCC 

Firstly, the main reason for a difference between horizontal and vertical aural perception lies in 

the fact that the two ears are spaced apart and thus generate interaural cues.  

 

 

Figure 9.5.1: Two Horizontally Spaced Ears (Lee, 2018a, p. 7) 

 

When listening to a horizontal stereo reproduction setup, the interchannel cues (Inter Channel 

Level Differences, Inter Channel Time Differences or Inter Channel Cross-correlation Coefficient) 

of the system are translated into interaural cues, as shown in Figure 9.5.2:  

 

 

Figure 9.5.2: Horizontal Aural Perception (Lee, 2018a, p. 8) 

 

However, when listening to a vertical stereo setup (correspondent to perceiving the median 

plane), no interaural changes will result. Thus, vertical localisation solely relies on spectral cues, 

as shown in Figure 9.5.3:  
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Figure 9.5.3: Horizontal Aural Perception (Lee, 2018a, p. 9) 

 

Combining the two scenarios, leading to a similar setup as the Auro-3D setup, the vertical 

localisation will be generated by spectral cues, interaural cues, and the phantom elevation effect 

(not explained within this work).  

 

Figure 9.5.4: Horizontal and Vertical Aural Perception (Lee, 2018a, p. 11) 

 

9.5.2  Practical Implications of Psychoacoustic Findings on Microphone Array Design 

As each, main and F/R-Arrays can be applied in many different forms, whereas each form has its 

own purposes, this Chapter contextualises the chosen setup with recent research findings and 

thus demonstrates why exactly these two configurations and their hybrid version is interesting to 

compare. For a detailed justification of the setup, floor plans and photos please see the Appendix 

Chapters 9.2, 9.3, 9.4 and 9.6. 

 

9.5.3  Vertical Interchannel Crosstalk (ICCT) / Vertical Phantom Image Shift  

One of the currently most researched principles in the perception of the median plane are the 

effects of the vertical interchannel crosstalk (ICCT), where “a (delayed) direct sound [is] captured 

by a height microphone that aims to capture ambience.” (Lee, 2018b, p. 15) 
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Figure 9.5.5: Vertical Interchannel Crosstalk (Lee, 2018b, p. 15) 

 

This has practical implications on the design of 3D microphone arrays:  

 

“When recording for such formats, it is necessary to pay close attention to the amount of 

direct sound present in the height layer signal. The reason for this is as follows. Should 

there be excessive direct sound in the height layer then, at the reproduction stage, sound 

sources may be perceived as vertically-oriented phantom images at intermediate 

positions between the main and height loudspeaker layers. Additional spatial and timbral 

effects may also be perceived, depending on the time and level relationships between 

the direct sounds in the respective layers. Collectively, these properties comprise an 

interference effect referred to as ‘vertical interchannel crosstalk’.” (Wallis & Lee, 2017, p. 

1) 

 

An example of vertical interchannel crosstalk can be seen in Figure 9.5.5. Furthermore, vertical 

ICCT has practical implications on the microphone array design: 

 

“The ability to locate sound images fully at one loudspeaker would be particularly 

important in designing vertical multichannel microphone techniques… This gives rise to 

a question as to how the distance and angle between microphones should be configured.” 

(Lee, 2011, p. 2) 

 

Figure 9.5.6 provides an idea of different concepts how direct sound can be suppressed in the 

height channel microphone. The -6dB figure refers to the localisation threshold, which will be 

explained later and was adjusted in further studies to -9.5dB for vertical placements.  
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Figure 9.5.6: Height Channel Microphone Configurations (Lee, 2011, p. 9) 

 

Regarding the research questions this would indicate that Main-Arrays are more prone to vertical 

ICCT and all its effects than F/R-Arrays, as Main-Arrays are placed closer to the sound source 

where the chance of direct sound in the height channels is increased. 

 

9.5.4  Vertical Microphone (Layer) Spacing and Comb-Filtering 

Furthermore, one of the major differences of the two chosen configurations is the vertical spacing 

between the microphones of the main and the height layer. 

Based on the effect of vertical ICCT and the non-significant effect of vertical interchannel cross-

correlation (ICC, explained later in Chapter 9.5.6), the vertical spacing has practical implications, 

as can be seen in the following part. In that regard, the arrays of the present study operate 

opposed as one constellation has vertical spacing whereas the other is vertically coincident and 

thus, they are based on different psychoacoustic principles. 

 

In the current investigation, the parameter of vertical spacing is used as a means for creating 

different conditions with regards to ICLD, ICTD and the D/R ratio between the different arrays. 

The ICLD has influence on the level of ICCT, and therefore on imaging and spectral magnitude 

changes, the ICTD will influence the amount of comb-filtering and is also related to the ICC, and 

the D/R ratio is an important means to achieve the desired spatial impression. Apart from that, it 

has been shown that a vertically coincident microphone layer spacing was generally preferred 

over vertically spaced microphone positions for the attributes spaciousness and preference (Lee 

& Gribben, 2014), as can be seen in Figures 9.5.7 and 9.5.8:  
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Figure 9.5.7: Microphone Spacing vs Spatial Impression for all Tested Sources (Lee & Gribben, 

2014, p. 874) 

 

Figure 9.5.8: Microphone Spacing vs Preference for all Tested Sources (Lee & Gribben, 2014, p. 

875) 

 

The explanation of Lee & Gribben for this was that  

 

“the main and crosstalk signals of the coincident layer were summed constructively at the 

listener’s ear without comb-filtering. As shown in Fig. 12 [Figure 9.5.9 in the current 

paper], there was no spectral magnitude reduction caused by the addition of the 

coincident layer to the main layer across the whole frequency [sic]. However, the spaced 

layers, which had a time delay between the main and crosstalk signals, caused somewhat 

destructive magnitude changes to the main layer at a number of frequency regions.” 

(2014, p. 881 & 882) 
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Figure 9.5.9: Spectral Magnitude Differences Resulting Through Vertical Microphone Spacing 

(Lee & Gribben, 2014, p. 879) 

 

In short, comb-filtering in this situation comes from a lack of vertical ICLD of direct sound in the 

presence of vertical ICTD. Therefore, 

 

“it might be suggested that in practical recording situations where vertical interchannel 

crosstalk is inevitably present due to the desired angle and polar pattern of height 

microphone [sic]…, a vertically coincident 3D main microphone array could be beneficial 

compared to a vertically spaced array since coincident signals cause no comb-filtering at 

the ear.” (Lee & Gribben, 2014, p. 882) 

 

Nevertheless, the use of an F/R-Array works based on different psychoacoustic principles and 

therefore has its own right to be included in the comparison, especially when considering that 

 

“the issue of comb-filtering is not serious for diffused ambience signals as can be seen 

… [referring to the same diagram as Figure 9.5.9]. Applying a vertical spacing between 

microphones in a diffused field would not be of critical concern in terms of the comb-

filtering of direct sound, although it could still affect the tonal colour of the reproduced 

ambient sound.” (Lee et al., 2014, p. 7) 
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This means that both techniques will have tonal consequences, but it is difficult to say what their 

nature is and how they differ, which demonstrates the need of a widely-defined comparison of 

these two techniques. 

 

9.5.5  Main-Array vs F/R-Array / Localisation Threshold / Masking Threshold / Vertical 

Image Spread (VIS) 

The ambience array of the current experiment is a Hamasaki-Cube, as proposed by Lee & 

Gribben and placed beyond the critical distance of a large recording venue, where the D/R ratio 

is below 1 in order to capture diffused sound mainly (2014, p. 882). On the one hand, the lack of 

ICCT prevents comb-filtering to a big extent, on the other hand it reduces the possibility of VIS 

(Vertical Image Spread) compared to the Main-Array. At the same time, the possibility to adjust 

the D/R ratio is much bigger than with the Main-Array. With the Main-Array, as it most likely 

contains direct sound in the height channels, the range of possible D/R ratio adjustment will be 

limited to the localisation threshold. The localisation threshold according to Wallis & Lee is defined 

as 

 

“the minimum amount of attenuation of direct sound necessary in the height layer for the 

main channel signal to be localised at the position of the main layer. It is important to note 

that the localisation threshold is not a complete masking of the direct sound in the height 

layer [as the masking threshold is not yet reached]. Instead, although the perceived 

location of the main channel signal would be unaffected, the aforementioned spatial and 

timbral effects of vertical interchannel crosstalk would remain somewhat audible.” (2017, 

p. 2) 

 

As the researchers could prove differences in the resultant spectrum when a sound source was 

presented only through the main layer of loudspeakers compared to the main and the height layer 

with the localisation threshold applied, the following conclusion was reached: 

 

“Direct sounds can be present in the height layer provided they are attenuated with 

respect to those in the main layer by either 9.5 dB (in the case of 0 ms ICTD) or 7 dB (in 

the case of 1–10 ms ICTD) without the perceived location of the main channel signal 

being affected [being the localisation thresholds for these ICTDs as in Figure 9.5.10]. 

Such a technique [applying the localisation threshold] could have potentially pleasing 

effects such as an increase in perceived VIS. However, it is currently not clear how the 

timbre of the main channel signal would be affected by such a technique [as differences 

in the resultant spectrum could be found] and, further, if the end result would be pleasing. 

… Such a study would make it possible to determine whether the localisation threshold 

should be applied or, conversely, if the direct sound in the height layer should be either 

masked or absent entirely. This would provide further insights on both image rendering 

and microphone techniques in the context of 3D audio production.” (Wallis & Lee, 2017, 

p. 17) 
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Figure 9.5.10: Localisation Thresholds for Different ICTDs (Wallis & Lee, 2017, p. 9) 

 

This stands in contrast with the ambient array, having only ambient signals in the height layer, as 

demanded from Hamasaki & Van Baelen who claim that “the rear and upper microphone’s 

principle role is to catch indirect sound such as early reflections and late reverberation… It is 

necessary to capture as much indirect sound as possible, rather than the direct sound.” 

(Hamasaki & Van Baelen, 2015, p. 4) 

 

The current experiment, provides the possibility to do a widely-defined comparison of a crosstalk 

signal at the localisation threshold with a signal where direct sound is “absent entirely” (taken from 

the height layer of the Hamasaki-Cube) and would allow some indications on what the timbral 

tendencies of these two approaches are.  

 

9.5.6  Vertical Interchannel Correlation (ICC) 

However, unlike in the horizontal plane, where the ICC influences the apparent source width 

(ASW) to a big extent (Gribben & Lee, 2018, p. 537), it was demonstrated that “the effect of 

vertical interchannel decorrelation [the equivalent to a low ICC] on vertical image spread (VIS) 

tends to be slight.” (ibid., p. 552) “This suggests that vertical decorrelation of signals in a practical 

scenario may be largely ineffective, i.e., where a direct comparison between conditions is 

unavailable.” (ibid., p. 537) Bowles, however, claims that “the lack of time-of-arrival differences 

between the main and height layers reduced the perceived differences between these two layers.” 

(2015, p. 5) Furthermore, it was shown that the vertical microphone layer spacing had little effect 

on the perception of environment-related spatial impression (Lee & Gribben, 2014, p. 883) and 

that the vertical decorrelation of low frequencies is unnecessary (Gribben & Lee, 2018, p. 553). 
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All these findings are important to note as the Hamasaki-Cube, with its large spacings is based 

on the principle of interchannel decorrelation to increase the perception of spaciousness, whereas 

the coincident Main-Array will go along with a notably higher ICC. However, although having a 

higher ICC the Main-Array is subject to ICCT, which is supposed to lead to a VIS and thus possibly 

could rival the big spacing of the Hamasaki-Cube. 

9.5.7  Pitch Height Effect 

The pitch height effect explains the phenomenon that a higher frequency tends to be localised at 

a higher position, rather than the presentation method (Lee et al., 2014, p. 2). The pitch height 

effect is visualised in Figure 9.5.11, depicting the perceived elevation of octave and broadband 

stimuli for lower and upper loudspeaker presentations (top left and top right) as well as for 0ms 

(bottom left) and 10ms (bottom right) stereophonic conditions:  

 

Figure 9.5.11: Pitch Height Effect (Lee et al., 2014, p. 3) 

 Recording Methodology 

A detailed justification of the chosen arrays including microphone choice and placement, detailed 

indications, measurements and calculations can be found in the Appendix.  

 

9.6.1  Choice of Sources 

As stated by Rumsey, it was considered important to record a variety of sources each differing 

with regards to frequency content and its acoustic envelope. The choice of cello, violin, djembe, 

handpan and guitar is similar to the choice of other studies in the field of psychoacoustics 

including height channels, such as Lee & Gribben (2013), Wallis & Lee (2016a), Wallis & Lee 

(2017), or Lee (2011), amongst others. Further, the repertoire played by the guitarist made it 

possible to include material containing extended techniques, as in Simurra & Queiroz (2017), to 

have a broader range of source material. The choice of solo sources was made to ease the 

perception of possible differences between the different source types.  
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9.6.2  Preliminary Recording Session 

Prior to the recording session, a test session was organised in Bankstock Studios to ensure that 

the chosen angle between the main and height layer of the Main-Array would achieve at least an 

ICLD of 9.5dB (localisation threshold) when playing back white noise through a Marshall Code 25 

amplifier, as its frequency content represents all sources mentioned above and its sustained 

nature would allow to visually read the obtained ICLD between the two layers. A detailed 

explanation of the importance of achieving the localisation threshold can be found in Chapter 

9.5.5. Although the acoustic properties of the recording space are different, the acoustically 

controlled environment would at least give indications whether such an ICLD could be achieved. 

The result of the test session (Figures 9.6.2 and 9.6.3) suggested that an ICLD of 9.5dB would 

be realistic, as depicted in Figure 9.6.1. 

 

 

Figure 9.6.1: ICLDs in Test Session 
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Figures 9.6.2 and 9.6.3: Test Setup Main-Array 

 

9.6.3  Recording Procedure 

The recording took place at All Saints East Finchley, London, a church being well-known amongst 

engineers for its acoustics (Faulkner, 2019a). For the recording, all microphone signals were 

routed to three RME Octa Mic II preamps, an Antelope Orion 32 interface, and recorded into Pro 

Tools in PCM wave format at 96kHz/24bit resolution. 

 

To allow for consistency throughout the comparison of the different techniques and especially for 

experimenting with a hybrid approach the goal was to organise modular microphones having all 

the same preamps but different capsules to obtain the desired polar patterns. As Schoeps 

microphones can be considered as an industry standard and have been applied in many of the 

quoted studies, such as in Howie et al. (2016 & 2017), amongst others, the choice fell on the 

Schoeps Colette series with the CMC 6 preamp. Apart from that, it seemed to be the only modular 

system available from the rental companies in question enabling to cover all polar patterns 

needed for the comparison and at the same time providing the option of adding diffraction 

attachments. For further justifications regarding the microphone choice the reader is referred to 

the Appendix.  

 

As having used the same mic model for all channels, matching the microphone sensitivity was 

considered achieved apart from slight sensitivity differences caused by the different capsules for 

obtaining the different polar patterns, which are an experimental constant.  
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During the recording the goal was to match the input gain on all channels to minimise the 

differences of a possible colouration of the signal through the preamp amongst channels and to 

maintain the natural level relationships between channels. However, when strictly adhering to this 

the S/R ratio of the Hamasaki-Cube would exceed acceptable limits. Therefore, the gain applied 

to the channels of the Hamasaki-Cube was matched within the low and height layer but was 

higher than the gain of other channels. 

 

Due to the sudden appearance of interference, few channels did contain radio signals above a 

certain preamp gain level. Considering the rather tight time constraints, the only efficient way to 

handle this problem was to reduce the gain of the affected channels. This difference in gain, was 

later compensated during stimuli creation.  

 

9.6.4  Floor Plans 

Figures 9.6.4 and 9.6.5 show the setup of the different arrays. Please note that the AB stereo pair 

appearing in the input list used to derive a separate stereo recording is not shown in the floor 

plans, as it was not part of the current investigation.  
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Figure 9.6.4: Floor Plan Top View 
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Figure 9.6.5: Floor Plan Side View 
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9.6.5  Input List 

The colours used in the input list (Table 2) are correspondent to the floor plans (Figures 9.6.4 & 

9.6.5) to ease identification.  

 

Table 9.6.6: Input List 

 

9.6.6  Photos of the Recording Session 

 

Figure 9.6.7: Recording Setup Overview from Top Centre Close 
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Figure 9.6.8: Recording Setup Overview from Top Left 

 

 

Figure 9.6.9: Recording Setup Overview from Top Right 
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Figure 9.6.10: Recording Setup Overview from Top Centre Far 

 

 

Figure 9.6.11: Recording Setup Side View 
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Figure 9.6.12: Recording Setup Front View 

 

 

Figure 9.6.13: Recording Setup Back View  
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Figure 9.6.14: Position Marking of the Main- and Front Array 

 

 

Figure 9.6.15: Position Marking of the Hamasaki-Cube 

 

 Objective Measures 

Objective measurements have been taken to fall back on when trying to explain the obtained 

listening test results. In order to gain further insight into the acoustics of the recording space in 

case needed during the evaluation of the results, RT60 and IRs have been derived from the 

recording space. In addition, dummy head recordings have been conducted to gather an objective 

reference for comparison to the timbral qualities perceived in the auditory evaluation.  
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9.7.1  Dummy Head Recording of the Reproduced Mixes 

The placement of the dummy head was the same as when matching the stimuli levels (listening 

position and ear height, see Figure 3.4.9, Chapter 3.4). The input gain of the RME Octa Mic 

Preamp was matched and tested using pink noise playback from the centre speaker. The same 

procedure was applied by Lee & Gribben (2014, p. 877) and Howe et al. (2018, p. 5) for obtaining 

an objective reference when analysing the results of the subjective listening test.  

 

9.7.2  Impulse Responses 

Impulse responses of bursting balloons located at the position of the sound sources were taken 

at the position of the two arrays with a Behringer ECM 8000 measurement microphone, as can 

be seen in Figures 9.7.1 and 9.7.2:  

 

 

Figure 9.7.1: Impulse Response Recording of Balloons on the Position of the Front Arrays 

 

 

Figure 9.7.2: Impulse Response Recording of Balloons on the Position of the Back Arrays 
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9.7.3  RT60 Measurement 

RT60 was measured with a Phonic PAA3 audio analyser under the same conditions as the IRs. 

The RT60 at the front position was measured 1.41seconds and the RT60 at the back 1.5 seconds. 

 


